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Abstract
We present a systematic study of electrical characteristics and Langmuir
probe measurements on plane-parallel electrode helium glow discharges
operated in normal and abnormal glow regimes. The experimental studies
are complemented with numerical modelling based on a hybrid approach
combining fluid and particle descriptions of the discharge plasma.
A comparison between the experimental data and the two-dimensional
modelling results is presented. The temperature of slow Maxwellian
electrons is found to be ≈0.055 eV in the negative-glow region nearly
independent of the discharge conditions. This temperature value is used as
an input parameter of the hybrid model. Good agreement is obtained
between the calculated spatial density distribution of electron impact
excitation events and the CCD image of the light emission from the
discharge. The calculated electron densities are 1.3–2 times higher than
the corresponding Langmuir probe data; the possible reason for these
differences is discussed.

1. Introduction

Noble gases, helium among them, have been used as buffer
gases in a variety of plasma sources. In contrast to
the wide usage of this gas, relatively few reliable data
are available for electrical characteristics, charged particle
densities and electron temperature in the cathode region of
simple parallel plate electrode (PPE) low-pressure helium
discharges. The breakdown behaviour and the properties of
low-current (Townsend) discharges in the PPE arrangement
have been investigated in [1]. Excitation in low-current PPE
discharges and breakdown in helium at low pressures and very
high electric field to gas density ratios have been studied in [2].
Studies of the role of molecular ions in PPE He glow discharges
up to pressures of 60 mbar have been reported in [3, 4]. The
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temperature and density of cold negative-glow electrons have
been determined by Lawler and co-workers in [5, 6].

In this paper we focus on the cathode region of a low-
pressure helium glow discharge, which consists of the cathode
sheath and the negative glow. A better understanding of
such plasmas is necessary for the optimization of glow-
discharge applications. To achieve this goal it is important to
develop discharge models capable of describing the physical
properties of the investigated plasmas. On the other hand,
the results and consistency of the models can only be
tested if reliable experimental data are available. Simple
discharge geometries, such as the plane-parallel electrode
glow discharge, can favourably be used to test the models.
Accordingly, we carried out Langmuir probe measurements in
the negative-glow region of a plane-parallel electrode helium
glow discharge complemented with a thorough determination
of voltage–current characteristics.
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From the modelling point of view, the simulation
technique applied has to take account of the non-local character
of the cathode region: the significant gradient of the electric
field in the cathode sheath results in a non-hydrodynamic
transport of charged species. Moreover, there is a non-
Maxwellian electron energy distribution in the discharge.
The most important criterion for the models is to reproduce
the relevant plasma parameters; however, the robustness
and flexibility of the computation method is also important.
In the optimal case the model can easily be applied for
more sophisticated discharge arrangements calculating their
properties without the need for simplifying assumptions.

The two-component fluid description of charged particles
(usually positive ions and electrons) represents the simplest
self-consistent approach for the description of glow-discharge
plasmas. In fluid models charged particles are characterized by
their density and temperature values, and the non-Maxwellian
character of the electron distribution function (EDF) is not
taken into account. The continuity and momentum transfer
equations of charged particles are solved together with the
Poisson equation to give a description of the charged particle
density and the electric potential distribution. The rate of
ionization events (which is the source of charged particles)
is calculated locally on the basis of the electric field. It was
shown in [7] that the fluid approach fails to reproduce the most
important plasma parameters. For example, the density of
charged particles in the negative glow may be underestimated
by orders of magnitude.

A significant improvement in the fluid model is obtained
using a hybrid scheme [8–12], where a kinetic approach
is applied to simulate the motion of fast particles (which
are responsible for the ionization of the buffer gas) while
fluid description is preserved to follow the transport of slow
electrons and ions [13]. The non-local transport of fast
particles in the cathode region is usually described by Monte
Carlo (MC) simulation. The ionization source functions
obtained from the MC calculation serve as an input for the fluid
code. It is noted that a 1D hybrid combination of the fluid code
with the solution of the electron Boltzmann equation (which is
an alternative approach that may replace the time-consuming
MC simulations) was reported for the case of a hollow-cathode
discharge [14]. In general the fluid-MC hybrid approach
results in a convincing and flexible description of the whole
cathode region. Both the cathode sheath and the negative glow
are calculated within the framework of the same formalism,
which allows for convenient handling of 2D problems. A
weakness of the hybrid approach is connected to the fluid
part of the model, where the transport of charged particles
is treated locally and the EDF of slow electrons (having
energies below the first excitation potential) is taken to be
Maxwellian. A fixed electron temperature is usually assigned
to these ‘bulk’ electrons, which may lead to significant errors
[7]. Additional experimental data are expected to enhance
the reliability of modelling calculations. In [15], for high
current conditions the slow electron temperature has been
fitted to reproduce the measured discharge voltage values.
An average electron temperature calculated on the basis of
an energy-balance equation has been used in the fluid code
applied in the modelling studies of [16]. The temperature of
slow electrons can also be determined experimentally as is
done in the present work.

In principle the imperfection of hybrid models can be
overcome by a fully kinetic description of the investigated
plasmas. One possibility is to use the particle-in-cell modelling
scheme complemented with the MC description of collision
processes (PIC/MCC). However, up to now the PIC/MCC
code was found to have serious inconsistencies in the case
of dc discharges [7,17]. An analytical model treating different
groups of electrons in a kinetic way was published in [18].
The electrons are divided into three groups here: slow
Maxwellian electrons characterized with a temperature Te,
slow intermediate (superthermal) electrons representing a hot
tail of the EDF and fast electrons having energies above the
first excitation potential of the buffer gas. Such a description
of the EDF is more realistic as compared to the one applied
in the fluid-MC hybrid models. The energy balance of slow
Maxwellian (trapped) electrons in a negative-glow plasma
was studied in detail in [19, 20] using a similar analytical
description as in [18]. The temperature of slow Maxwellian
electrons was calculated based on the electron Boltzmann
equation and an energy-balance equation. It is noted that
all the mentioned analytical models rely on some crude
simplifications introducing sharp boundaries between different
space and energy regions thereby limiting their flexibility for
describing various discharge arrangements. A recent review on
the state-of-the-art for the simulation of electron kinetics in gas
discharges based on the numerical solution of the Boltzmann
equation was given in [21]. A MC model (comprising
electron–electron collisions) capable of calculating the whole
EDF was reported in [22]. Another possibility of self-
consistent kinetic modelling of an entire dc discharge was
demonstrated by Parker et al in [23] using the ‘convective
scheme’ to model the cathode fall and the negative-glow
regions without breaking the electron energy distribution
function in components. It would be desirable to carry out
a detailed comparison of all the above models in the future.

Let us assume that the ambipolar electric field obtained
from the fluid description of the quasi-neutral negative-glow
region is realistic, which means that the ambipolar field is
mostly driven by slow Maxwellian electrons characterized
by their temperature. The same approximation was made
in the analytical models in [19, 20]. It follows that
once the temperature of slow electrons is determined (e.g.
experimentally) the overall flux of ions in the negative-glow
region (where their transport is hydrodynamic) is described
correctly by the fluid code. Of course, the fluid description
of the electrons remains incorrect, but the diffusion loss
of charged particles will be estimated in a realistic way.
Consequently, the fluid-MC hybrid code may result in the
correct density of charged particles in the negative glow
provided that the size of the negative glow and the source of
electrons obtained from the MC routine are correct.

The aim of this paper is (i) to present experimental
voltage–current characteristics of He normal/abnormal glows
in a wide range of the pd (pressure × electrode separation)
product, (ii) to determine charged particle densities and
electron temperature for different operating conditions and
(iii) to compare the experimental data with the results of a
two-dimensional fluid-MC hybrid model. Section 2 describes
the experimental arrangement. The modelling approach is
outlined in section 3. The experimental and modelling results
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are presented and are compared with each other in section 4.
Section 5 presents the conclusions of the paper.

2. Experimental

2.1. The dc helium discharge

The discharge tube consists of two PPEs situated inside a pyrex
cylinder which prevents long-path breakdown (see figure 1).
The electrodes are made of copper with a diameter (2R) of
7.7 cm. The electrode separation (d) can be continuously
varied between 1 and 3 cm.

The electrode construction is mounted inside a vacuum
chamber which is pumped down to a base pressure of the
order of 10−7 mbar. The operating pressure (p) is established
by using 5–10 sccm flow of pure (6.0) helium. The gas is
further purified by passing through a liquid nitrogen trap prior
to entering the vacuum chamber. Before the measurements the
surface of the cathode is treated by a medium current discharge
in helium (≈4 mA) for ≈15 min.

The voltage–current characteristic of the discharge is
scanned using a computer controllable direct current power
supply (type Stanford Research Systems, PS 325) connected
to the discharge through a serial resistor Rs = 66 k!. The
current range of 1–10 mA is scanned by applying first a positive
and then a negative voltage ramp (in ≈50 steps with a step
time of ≈2 s), fast enough to avoid excessive heating of the
cathode [24]. By applying dc excitation the heating of the
filling gas may, on the other hand, be significant, but this effect
is reduced by the gas flow, and it can be accounted for in the
models.

The spatial distribution of the light emitted from the
discharge is detected through a 10 cm diameter side-window
of the discharge chamber by means of a CCD camera. The
camera—sensitive in the visible spectral region—is equipped
with a f = 200 mm lens and is placed ≈2 m apart from the
discharge.

anode

cathode

Langmuir
probe

GND

-HV

Pyrex
cylinder

Figure 1. Schematic view of the discharge tube. The whole
construction is placed inside a vacuum chamber. The vertical
position of the anode electrode is adjusted by means of a manual
vacuum feed-through translator. There are four ≈1 mm wide,
≈20 mm long vertical slits cut into the pyrex cylinder (not shown) to
facilitate the gas flow through the discharge region. The probe
measurements are carried out for an electrode separation of
d = 3 cm with the probe being positioned approximately at the tube
axis, 1.5 cm above the cathode. The probe support as well as the
probe itself are mounted in a horizontal direction.

2.2. Langmuir probe measurements

The temperature and the density of slow electrons are
determined experimentally for the d = 3 cm discharge by
means of a cylindrical Langmuir probe, which is positioned
at the discharge centre. The obtained electron temperature
is used as an input parameter in the computer simulation of
the discharge (see section 3); the measured density data are
compared with the modelling results in section 4.

In order to minimize the disturbance of the plasma it is
important to keep the dimensions of both the probe and the
probe support small [25]. The probe is 2.5 mm long and
is made of a 20 µm diameter tungsten wire. The applied
support consists of two coaxial glass tubes with the diameter
of the outer one being 0.5 mm (see figure 2). Preliminary
test measurements were carried out in the same discharge tube
using a 2 mm diameter probe support with a 40 µm diameter,
2.5 mm long probe. In this case—due to the significant
depletion of charged particles by the probe and its support—the
obtained electron density was more than 10 times smaller as
compared with the one measured with the recent probe. This
fact indeed stresses the importance of the small probe size. It is
noted that one can still expect a certain level of plasma density
reduction in the vicinity of our recent probe.

In the experimental arrangement significant deposition of
sputtered metal atoms takes place on the discharge tube walls.
After a few hours of discharge operation a thin copper layer
(visible to the eye) also builds up on the probe support. It
is necessary to avoid the formation of an electrical contact
between the probe surface and the metal layer deposited on
the support. For this reason the inner glass tube of the probe
support is made 1 mm shorter as compared with the outer one.
This way we can keep the active probe surface area constant
for an extended time period.

On the other hand, the metal atoms deposited onto the
probe surface may distort the measurement. To prevent the
probe surface from being covered by a sputtered metal layer
the probe is regularly cleaned by ion bombardment. The
following steps are applied to keep the probe surface clean
during the measurements. Before the acquisition of each
point on the voltage–current probe characteristic curve the
probe is connected to a negative bias voltage of −120 V by
means of a relay (through a 100 k! resistor). Ions bombarding
the probe during the 100 ms cleaning period are capable of
removing the deposited copper atoms (and other impurities)
from the surface; a clean tungsten surface is observed after
dismounting the probe setup. At the end of the cleaning
period the probe is connected to the prescribed voltage. After
a time lag of 25 ms the current and voltage values are recorded
for 100 ms by a PC lab card with a sampling frequency of
10 kHz. For each point on the probe characteristic curve the

Figure 2. Scheme of the Langmuir probe showing the major probe
dimensions in mm units. The probe support consists of two coaxial
glass tubes; the probe is made of a 20 µm diameter tungsten wire.
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average of the obtained 1000 values is calculated. This way
the effect of a possible 50 Hz noise is significantly suppressed.
One has to keep in mind that due to the different materials
of the grounded anode (copper) and the probe (tungsten)
there is always a contact potential between the probe and
the anode which is not detected by the measurement system.
This contact potential may change significantly with changing
surface conditions (cleanliness, temperature, etc) resulting
in a voltage shift of the probe characteristics relative to the
voltage that is applied and detected externally. Due to this
fact the precision of the plasma potential values obtained from
the probe measurements is always limited by the uncertainty
of the contact potential. Moreover, surface conditions may
be non-uniform for contaminated probes giving different
contact potentials for different surface areas. Without the
above-mentioned excessive cleaning we observed the typical
behaviour of contaminated probes giving an overestimated
electron temperature, see e.g. [26].

It is noted that due to the cleaning procedure a single
probe characteristic takes about 1–2 min to record. Due
to this fact we cannot avoid heating up the cathode during
the probe measurements. Thus, in contrast to the voltage–
current characteristic measurements (described in the previous
section) the Langmuir probe data belong to a near equilibrium
cathode temperature. The elevated temperature results in a
higher discharge voltage, which is specific for the present
apparatus. In the following we only present experimental
probe data obtained at conditions, where the difference
in discharge voltage values obtained in the measurements
of the electrical characteristics and during Langmuir probe
measurements does not exceed 30 V.

3. Numerical model

Our numerical simulations are based on the fluid-MC hybrid
modelling approach. The fast electrons with energies above
the lowest excitation potential are followed by a MC routine;
the slow electrons, which are no longer able to excite the gas,
as well as the positive ions are described by a fluid model.

The fundamental quantities in the fluid model are the
electric potential and the densities of slow electrons and He+

ions. The particle balance for these species is expressed by the
continuity equations:

∂ne

∂t
+ ∇ %φe = Se and

∂ni

∂t
+ ∇ %φi = Si, (1)

where ne and ni are the electron and the ion densities, %φe and
%φi are the electron and the ion fluxes, while Se and Si are the
source functions of slow electrons and He+ ions. The fluxes are
calculated on the basis of the drift–diffusion approximation:
%φe = −µene %E − ∇(neDe) and %φi = µini %E − ∇(niDi),

(2)

where µe and µi are the mobilities of electrons and ions,
respectively. %E = −∇V is the electric field and V is the
potential:

∇2V = − e

ε0
(ni − ne), (3)

where e is the elementary charge and ε0 is the permittivity
of free space. The diffusion coefficients De and Di are

calculated from the Einstein relation: D = µkBT , where
kB is the Boltzmann constant and kBT is the characteristic
energy for the given species. In our calculations we take kBTe

as derived from our probe measurements (see section 4.2)
and kBTi = 0.026 eV. The mobility of electrons is given by
µep = 133 cm2 V−1 s−1 mbar, and the He+ ion mobility, µi,
as a function of E/n is taken from [27]. It is noted that the
validity limits of the chosen set of fluid equations as well
as the suitability of the applied transport coefficients should
be justified by detailed benchmarking as was proposed and
discussed in [28]. Such a study is beyond the scope of this
paper.

The fluid code is two-dimensional, while the MC routine
is three-dimensional in space and in velocity space. The fluid
equations together with the Poisson equation are solved on a
uniform grid containing 80 (axial) × 30 (radial) points. The
boundary conditions at the walls are zero density of particles
and prescribed values of the electrode potentials (zero at the
cathode and V at the anode). The electric potential distribution
at the dielectric walls is calculated by adjusting V (x, r = R) to
achieve a flux balance of incoming and leaving charges at every
wall segment (nearest gridpoint). The effective secondary
electron emission yield (γCu) of the copper cathode has a
fixed value of 0.16 for all investigated cases, which is a good
approximation based on the data of [29], while the electron
yield for the walls γpyrex is fixed at 0.2. The fluid equations are
solved using an implicit integration scheme [8] with a typical
integration time step of the order of 10 ns.

The electrons are traced by MC simulation from the
moment of their emission from the cathode or their creation in
an ionization process until (i) their total (kinetic + potential
energy) falls below the first excitation energy of the gas
or (ii) they reach the anode. For the primary electrons
backscattered to the cathode we take into account elastic
and inelastic reflection/re-emission [30] and absorption at the
cathode. Energetic electrons hitting the anode can be absorbed
or reflected and can initiate secondary electron emission [29].

The trajectory of a particle between successive collisions
is followed by direct integration of the equation of motion:

m
d2%r
dt2

= e %E(%r), (4)

where m and e are the mass and the charge of the particle,
respectively. The free path is assigned statistically and the
positions of the collisions are calculated from

∫ s1

s0

nσ [ε(s)] ds = − ln(1 − R01), (5)

where s0 is the position of the last collision and s1 is the position
of the next collision measured on the curvilinear abscissa s; n

is the background gas density, σ is the sum of cross sections of
all possible elementary processes, ε is the kinetic energy of the
particle and R01 is a random number with uniform distribution
in the [0, 1) interval [31].

The types of collisions which occur after the free flights
are chosen statistically, taking into account the values of cross
sections of different processes at the energy of the colliding
particle. In the gas phase we take into account elastic,
excitation and ionization collision processes of electrons with
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the background He gas [32]. The initial energy of the electrons
leaving the cathode is chosen randomly between 0 and 10 eV
[33], and their initial velocity is set perpendicular to the cathode
surface. The scattering of the electrons in ionization and
excitation collisions is assumed to be isotropic.

The fluid and MC routines are run iteratively. A
serial resistor applied in the experiments is also taken into
account in the modelling scheme. The external voltage
applied to the resistor and the discharge is adjusted during
consecutive computation steps until the converged discharge
current matches the experimental value.

4. Results and discussion

4.1. Discharge voltage

In this section we present the experimentally determined
voltage–current characteristics. Figures 3(a)–(f) display the
discharge voltage as a function of I/p2 for six different pd
values, as follows: 9, 7.5, 6, 4.5, 3 and 2.5 mbar cm. Each figure
shows measurements performed for four different electrode
separations: 1, 1.5, 2 and 3 cm. The voltage is presented as
a function of the reduced current I /p2 instead of the reduced
current density j /p2, since the current density on the cathode
may be radially inhomogeneous [34,35]. It is noted, however,
that in abnormal glow discharges spatial uniformity of the
current density is expected to be much better than even in the
Townsend regime.

At higher pd values, see figures 3(a)–(d), we can observe
an almost perfect scaling of the voltage with I/p2 for the
different values of d (the four measured curves nearly overlap).
This scaling brakes at pd = 3 mbar cm, figure 3(e), where the
discharge of 3 cm electrode separation needs a higher operation
voltage. This clearly indicates the appearance of additional
losses of charges in the system, i.e. the effect of the tube wall. In
fact, the effect of the walls on the discharge characteristics at a
given pd value depends on the ratio of the electrode separation
to the electrode diameter d/D. In our system the importance of
the charge losses on the walls can be observed at the d/D ! 0.4
and the pd " 3 mbar cm conditions. Figures 3(e)–(f) show that
with decreasing pd at a given electrode separation (increasing
of the electron mean free path) the effect of the walls on the
characteristics increases.

At low currents the flat part of the characteristics indicates
that the discharge is operating in the normal regime. In the
high pd cases the normal cathode fall voltage is Un ≈ 151 V
(about 15% smaller than the Un = 177 V published in [36]),
see figure 3(a). Figures 3(a)–(d) show that Un increases
with decreasing pd and reaches the value of 230 V at pd =
2.5 mbar cm. The reduced normal current density jn/p

2 is
found to be ≈ 2 µA cm−2 mbar−2.

4.2. Evaluation of probe characteristics

A typical probe characteristic obtained at 2.25 mbar helium
pressure and discharge current of 2 mA is shown in figure 4,
where the absolute value of the probe current |Ip| is plotted
on a logarithmic scale as a function of the applied voltage.
Comparative studies of Langmuir probe evaluation techniques
in non-Maxwellian plasmas have been reported in [37]. During
the evaluation, we calculate the second derivative of the total

Figure 3. Measured discharge voltage as a function of I/p2 for
different pd values. I/p2 = 1 mA mbar−2 corresponds to
j/p2 = 0.0215 mA cm−2 mbar−2 when a homogeneous current
density distribution is assumed. The different lines in the figures
belong to different electrode separations as follows: —— 3 cm,
– – – 2 cm, - - - - 1.5 cm, — · — 1 cm.

probe current first (not shown in the figure). The position of the
effective plasma potential U eff

pl (which is the plasma potential
shifted by the contact potential) is chosen to be at the zero
crossing of the second derivative curve. A preliminary estimate
of the electron temperature is obtained by fitting the second
derivative with an exponential decay in the electron retardation
region close to the plasma potential. Next, the ion part Ii of
the probe current is estimated. There are numerous theories
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Figure 4. A typical Langmuir probe characteristic obtained at
2.25 mbar helium pressure and discharge current of 2 mA. The
absolute value of the probe current |Ip| is plotted as a function of the
applied voltage. Other curves: left axis: −Ii—fit to the ion current
extrapolated to the effective plasma potential (at −1.35 V), Ie—the
electron current, I ′′

e —second derivative of the electron current, I ′′
e

fit—an exponential fit to I ′′
e providing the temperature of slow

electrons (Te is 0.057 eV here); right axis: I 2
e —the square of the

electron current, which is fitted by a linear dependence to obtain the
density of slow electrons (ne = 3.1 × 1016 m−3).

describing the collected ion current under different plasma
conditions (see e.g. [38] and the references cited therein). For
the sake of simplicity and because the further evaluation does
not rely much on the ion current, here the ion current is fitted
(in the far negative voltage region) by the empirical formula
given in [39]: Ii = I0(1+(U−U eff

pl )/kTe)
κ . This dependence is

then extrapolated to the effective plasma potential, as shown in
figure 4. Once the ion current is obtained the electron current Ie

is calculated as Ie = Ip −Ii. The near exponential decay of the
electron current in the retardation voltage region indicates the
presence of numerous slow electrons in the plasma. Another
group of more energetic electrons is responsible for the
excessive electron current driven to the probe at even lower
voltages. The second derivative of Ie (see figure 4) is calculated
and fitted by an exponential to obtain the temperature of slow
electrons.

The electron density ne is evaluated from the electron
saturation region of the probe characteristic based on orbital
motion limited (OML) theory. According to this model
the square of Ie (depicted in figure 4) depends linearly on
the voltage, whose relation indeed shows up in the present
measurement. The density of slow electrons can be determined
from the slope of I 2

e . Under all the discharge conditions
investigated in this paper the Debye shielding length λD

remains in the range of 2rp > λD > 0.5rp, where rp is the
probe radius. It follows that the smallest λD values (which
belong to higher discharge currents) are below the limit of
λD ≈ rp for which OML theory still applies (see [37] and the
references cited therein). To verify the results of OML theory
the electron density is also calculated using the Druyvesteyn
procedure [37]. It is found that the densities obtained from the
two independent evaluation procedures agree within 30% for
all the discharge conditions covered here and do not show any
correlation with the λD values.

The temperature of slow electrons as evaluated from the
exponential decay of the I ′′

e curve (see figure 4) is depicted
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Figure 5. The temperature of slow electrons in the helium
negative-glow dc discharge region as a function of pd, where p is
the pressure and d is the characteristic size of the discharge. The
present Langmuir probe data (taken at d = 3 cm) are shown together
with the results of earlier measurements and theoretical predictions
available in the literature. The arrows are pointing towards the
increasing current values.

for different discharge conditions in figure 5. The new
experimental results are shown together with other values
measured or calculated for dc negative-glow helium plasmas
that are available in the literature.

The electron temperature data are presented as a function
of pd, which is the scaling factor proposed by Franck et al
[40, 41] for the case when ambipolar diffusion represents the
major loss mechanism for slow electrons. It is important to
keep in mind that the geometry of the discharges studied by
different authors and the method of obtaining the electron
temperature data are not the same. The distance d used to
create figure 5 is taken as the smallest characteristic size of the
discharge tube surrounding the studied negative-glow region.
Due to very different discharge conditions one would not
expect a perfect pd scaling for all the presented data. The
average value of the present data, Te = 0.055 eV (showing
negligible pressure dependence), fits the general behaviour of
other points very well. It can be seen that except for low pd

values most of the available data indicate electron temperatures
below 0.15 eV.

Regarding the current dependence of the electron
temperature at a given pressure we find no general agreement
between the experimental results collected in figure 5. No
current dependence was found by Franck et al [40, 41] who
determined the electron temperature from both the reversal
of a radial ambipolar electric field in a longitudinal magnetic
field and using a Langmuir probe. Three out of the six other
measurements indicate an increasing Te value with increasing
discharge current, and the opposite is true for the remaining
three data sets. The tendency in the current dependence is
indicated in figure 5 by arrows pointing towards the increasing
current values. Based on these data (taking into account the
experimental uncertainties as listed below) it is difficult to
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give a statement as to what should the current dependence
look like. The probe measurements of Anderson [42], our
present Langmuir probe measurements as well as previous
optical emission spectroscopy measurements [3] show lower
Te towards higher current values. There is a possibility of
some inherent errors while using Langmuir probes for electron
temperature measurements. Such errors can partially be due
to inefficient cleaning of the probe. For example, the cleaning
procedure applied here is probably more effective at higher
currents (higher ion densities). Anderson [42] presumed that
weak dc fields from the probe penetrate into the plasma over a
sufficient number of mean free paths of the diffusing electrons
and raise their mean random energy. The heating effect of non-
thermal electrons released by the metastables impinging on the
probe surface has been discussed by Powers [43]. In the case
of the optical emission method applied in [3] the requirement
of local thermal equilibrium (LTE) for slow electrons and the
upper levels of the 2p3P–nd 3D He I transitions (n ! 6) may
not be completely fulfilled [44]. A pronounced increase in
Te with increasing discharge current was reported by Lawler
and co-workers [5, 6] and also by Powers [43]. The purity of
the experimental apparatus used in these measurements seems
to be a few orders of magnitude better as compared with the
cleanliness reached in the other papers. This would indicate
a high reliability of these data sets; however, there are other
circumstances and objections complicating the situation. The
method of Lawler and co-workers is based on a combination
of experimental (laser diagnostics) data and results of MC
simulations—providing the density and the temperature of
slow electrons in a fully coupled way. The complicated
procedure did not yield a monotonously increasing electron
density with increasing current values, which may be an
indication of some inconsistencies in the applied assumptions.
There is very good agreement between the spectrometric and
the Langmuir probe results of Powers [43], giving increasingTe

with increasing current (only the spectrometric data are shown
in figure 5). Unfortunately, Powers used brush cathodes and
also the discharge arrangement applied in [43] allowed for
a hollow-cathode effect taking place in the cathode region.
It is known that the electron temperature may be different
in hollow-cathode discharges as compared with the planar
arrangement [19]. Finally, according to theoretical predictions
of Arslanbekov and Kudryavtsev [19] given for a model
negative-glow helium discharge region (confined in a 2 cm
diameter tube and characterized by the pressure and a spatially
uniform ionization rate), higher electron temperature belongs
to higher charge densities. It is concluded here that further
studies are required to clarify the experimental inconsistencies
in the current dependence of the slow electron temperature.

4.3. Modelling results and comparison with experiments

The calculated discharge voltage values are shown in figure 6
together with the corresponding experimental data. The
calculated voltage exceeds the measured one by 25–50 V
depending on the discharge current. The slight pressure
dependence of voltage curves is well reproduced by the
calculation. The differences may primarily be attributed to
the uncertainty of the applied secondary electron emission
coefficient and the simplifications of the model itself. To
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Figure 6. Calculated and experimental discharge voltage as a
function of I/p2 for d = 3 cm at different pressures.

improve the model the dependence of γ on the discharge
conditions should be taken into account as was done for the
case of argon discharges [7]. A detailed comparison of 1D
and 2D hybrid models [45] has indicated that using constant
γ a pronounced difference between 1D and 2D results shows
up at lower pressure values (around 1 mbar for the 3 cm gap),
where 2D modelling satisfactorily reproduces the measured
experimental voltage curves. A detailed investigation of the
calculated discharge voltage in a large pressure range is beyond
the scope of this paper.

The spatial distribution of the light emission from the
discharge detected by a CCD camera is shown in the upper
left panel of figure 7. In optically thin plasmas the spatial
distribution of the light emission strongly correlates with the
different excitation processes. The contour plot showing the
density of electron impact excitation events—as obtained from
the model—is depicted in the upper right panel of figure 7.
There is very good agreement between the experimental
and the simulated distributions. The computer model can
reproduce both the general shape of the CCD image and the
position of the maximal light intensity.

The distribution of the calculated electric potential and
the density of helium ions in the discharge tube is shown in the
lower panels of figure 7. There is a strong electric field in the
cathode dark space near the cathode. The potential value in the
negative glow higher than the anode potential is a manifestation
of the field-reversal effect (see, e.g. [46]). Because of the
uncertainties of the plasma potential determination by the
Langmuir probe (see the discussion in section 2.2) it is not
possible to measure the extent of the field reversal in the recent
experiment.

It is noted that there is a pronounced radial dependence
of all the physical properties depicted in figure 7, which is
a feature that can only be reproduced by two-dimensional
discharge models.

The spatial dependence of the electric potential and the
helium ion density at the tube axis—calculated for the I =
1 mA, d = 3 cm discharge—is shown for different pressures
in figure 8. The position of the maximal ion density is
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Figure 7. Upper left: A CCD image of the light emission from the
discharge. Upper right: calculated spatial density distribution of
electron impact excitation events. The (radially symmetrical)
modelling data are line-of-sight integrated this way making the
distribution directly comparable to the CCD recording. Lower left:
electric potential in the discharge region; the separation of the
contour lines corresponds to )U = 20 V except for the indicated
value of 240.8 V. Lower right: distribution of helium ion density;
)ni = 1 × 1016 m−3, nmax

i = 8.8 × 1016 m−3. All data belong to
p = 2 mbar, I = 2 mA, Ucalc = 240.4 V conditions.

located approximately halfway between the electrodes and
moves towards the cathode as the pressure increases. The
density of ions in the cathode sheath ((2–3) × 1014 m−3) is
approximately two orders of magnitude smaller as compared
with the maximal ion density in the negative-glow region.
The width of the cathode sheath decreases with increasing
pressure. At the tube centre—where the Langmuir probe
is positioned—the model predicts a decreasing ion density
towards higher pressure values. Figure 9 shows the calculated
and the measured density data at the tube centre obtained for
different discharge conditions. It can be seen that the calculated
data are a factor of 1.3–2 higher than the measured values.
The pressure and current dependence of the electron density
obtained from the model is in qualitative agreement with the
experiments. As was discussed in section 2.2, the presence
of the Langmuir probe and the probe support in the discharge
unavoidably leads to a depletion of the electron and the ion
densities in the vicinity of the probe. This experimental error
is possibly the major reason for the differences in the modelling
results and measured data.

5. Conclusions

Experimental voltage–current characteristics and Langmuir
probe measurements of the electron density and temperature

0

50

100

150

200

250

0.0 0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.5

1.0

1.5

2.0

2.5

3.0

(a)

d = 3 cm
i = 1 mA

p = 1.75mbar
p = 2.00mbar
p = 2.25mbar
p = 2.50mbar
p = 2.75 mbar

(b)

n i
  [

10
16

 m
-3

]

x  [cm]

0.0 0.5 1.0 1.5 2.0 2.5 3.0
x  [cm]

V
 [V

]

Figure 8. The calculated electric potential (a) and helium ion
density (b) at the tube axis. The legend given in (a) applies for both
panels.
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Figure 9. Calculated and measured electron densities at different
pressures and current values at the centre of the d = 3 cm discharge.
The legend given in (a) applies for both panels.

have been presented for a helium glow discharge in a plane-
parallel electrode arrangement. The temperature of slow
Maxwellian electrons was found to be ∼0.055 eV, nearly
independent of discharge conditions (pressure and current).
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This value has been used as an input parameter for a fluid-
MC hybrid code, to avoid the need for assuming a value
for Te, as done usually in hybrid models. The calculated
discharge voltage exceeds the measured values by 25–50 V
depending on the discharge current. This difference is believed
to originate mainly from the value of the secondary yield γ

which we use. Assuming proportionality between the local
rate of electron impact excitation events and the corresponding
intensity of light emission from the discharge, the 2D hybrid
model has been found to reproduce the spatial distribution of
the light emission in the cylindrical PPE arrangement very
well. An overall reasonable agreement has been found between
measured and calculated electron density values in the negative
glow. Higher density values have been predicted by the model
as compared with the measurements; the general pressure and
current dependence of the electron density has been reproduced
by the calculations. The experimental density data are believed
to be underestimated due to the fact that the charge density is
depleted in the vicinity of the Langmuir probe and the probe
support. Consequently, it is necessary to further improve the
quality of the experimental electron density data to provide
an input for testing the results of modelling calculations with
higher precision.

It is concluded that hybrid modelling represents a powerful
tool for modelling glow discharges and provides very good
qualitative and reasonable quantitative description of the
cathode region of glow discharges. Measurements of Te in
different discharge configurations may improve the accuracy
of modelling calculations.
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