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Abstract
Capacitive radio frequency (RF) discharge plasmas have been serving hi-tech industry (e.g.
chip and solar cell manufacturing, realization of biocompatible surfaces) for several years.
Nonetheless, their complex modes of operation are not fully understood and represent topics of
high interest. The understanding of these phenomena is aided by modern diagnostic
techniques and computer simulations. From the industrial point of view the control of ion
properties is of particular interest; possibilities of independent control of the ion flux and the
ion energy have been utilized via excitation of the discharges with multiple frequencies.
‘Classical’ dual-frequency (DF) discharges (where two significantly different driving
frequencies are used), as well as discharges driven by a base frequency and its higher
harmonic(s) have been analyzed thoroughly. It has been recognized that the second solution
results in an electrically induced asymmetry (electrical asymmetry effect), which provides the
basis for the control of the mean ion energy. This paper reviews recent advances on studies of
the different electron heating mechanisms, on the possibilities of the separate control of ion
energy and ion flux in DF discharges, on the effects of secondary electrons, as well as on the
non-linear behavior (self-generated resonant current oscillations) of capacitive RF plasmas.
The work is based on a synergistic approach of theoretical modeling, experiments and kinetic
simulations based on the particle-in-cell approach.

(Some figures may appear in colour only in the online journal)

1. Introduction

Capacitively coupled radio frequency (CCRF) discharges play
a basic role in modern plasma processing technologies: in
etching and deposition processes used for e.g. microelectronics
and solar cell manufacturing as well as bio-engineering
[1, 2]. At smaller size, atmospheric pressure plasma
jets (µ-APPJ), driven by radio frequencies (RFs), are of
major interest for medical applications [3]. In addition
to the interest in their applications in these fields CCRF
discharges exhibit rich and complex physics that has
attracted lots of attention. Due to the development of
modern plasma diagnostics tools and sophisticated modeling

approaches, many of the details of their operation became
uncovered.

At RFs, electrons respond to the field variations. If
the ion plasma frequency, ωpi, is significantly less than the
applied RF, ωRF, the ions move under the influence of the time
averaged sheath electric fields. If ωRF � ωpi, the ion motion
is modulated by the instantaneous field. The latter scenario is
realized for light ions, low plasma densities and/or low driving
frequencies [4–6].

The electron kinetics and the electron heating mode are
key properties of RF discharges, since they are the basis of
charge reproduction to balance the losses in steady state. While
in direct current discharges surface processes are normally
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necessary for charge reproduction, in RF discharges the
oscillating electric field can accelerate electrons to high enough
energies to create sufficient ionization in the gas phase to
sustain the discharge. This operation mode of RF discharges
has traditionally been called the α-mode (named after the ‘first
Townsend (ionization) coefficient’, α, that yields the number of
electron–ion pairs created by electrons over a unit length). The
dominant contribution to the electron heating is provided by the
rapid movement of the electrode sheaths via two mechanisms
[7]: (i) stochastic electron heating by the expanding boundary
sheaths, which leads to the generation of electron beams, that
propagate toward the bulk [8], or to the excitation of waves,
if the sheath expands on a timescale faster than the inverse
local electron plasma frequency [9]. The sheath motion and,
thus, stochastic heating can be significantly enhanced by self-
excited non-linear plasma series resonance (PSR) oscillations
of the RF current in asymmetric discharges [10–16]. (ii)
During sheath contraction field reversals will appear, if the
electron transport to the electrode by diffusion is insufficient to
compensate the ion flux. The electron transport can be limited
by collisions at high pressures, particularly in molecular gases,
or by electron inertia at low pressures. Such reversed fields
accelerate electrons toward the electrode [17, 18].

In this way RF discharges can operate without ionization
by secondary electrons emitted from the electrodes or created
by ionization inside the sheaths under distinct conditions
and this is, actually, often assumed in discharge models as
a simplification. However, secondary electrons contribute
usually to the ionization and can even dominate it at high
RF voltage amplitudes and/or pressures depending on the
electrode material and its emission coefficient, γ [7]. Typical
secondary yields of clean metallic electrodes are comparatively
small, 0.01 � γ � 0.1 (see e.g. [19]), but materials often used
in microelectronics, e.g. quartz, have high γ values, reaching
γ = 0.4–0.5 [20]. At high γ values significant electron heating
may originate from secondary electrons that are emitted from
the electrodes and gain high energies during their flight through
the electrode sheath (at times when the sheath is expanded),
where they are multiplied by collisions at high pressures. This
operation mode is called γ -mode (named after the ‘second
Townsend coefficient’, γ ). At atmospheric pressures, e.g.
in µ-APPJ-s, the ionization can be dominated by electrons
generated by Penning ionization inside the sheaths [3], which
is often called γ -mode, too.

While electropositive macroscopic and dust free dis-
charges operate either in α-mode or γ -mode [7], or in their
combination, additional electron heating mechanisms show
up in electronegative macroscopic plasmas and in atmospheric
pressure microdischarges [21]. In such plasmas, the conduc-
tivity of the bulk plasma is significantly reduced by either a
depleted electron density, collisions or a combination of both.
As a result, a higher electric field is required to drive a given
current through the bulk plasma. Electrons accelerated in this
high field contribute significantly to ionization and excitation.
A similar effect is caused by the presence of dust particles in
the bulk [22]. Additionally, in electronegative discharges large
electron density gradients develop temporarily within the RF
period in the electropositive edge region of the discharge. This

leads to the generation of ambipolar fields that accelerate elec-
trons as well [21].

In large area CCRF discharges operated at very high-
frequencies (VHFs) such as used for solar cell manufacturing,
electromagnetic standing wave and skin effects can reduce the
radial homogeneity of the ion flux to the substrate [23].

In this paper, we shall review the basics of the operation
of macroscopic dust free capacitively coupled RF discharges
with relatively small electrode areas and low plasma densities
(to safely exclude electromagnetic effects) driven by a
superposition of N harmonic voltage waveforms. In this case
the voltage drop across the discharge is given by

φ(t) = η + φ∼(t) = η +
N∑

k=1

φk cos(2πfkt + �k), (1)

where η is the dc self-bias voltage, φ∼(t) is the voltage
waveform of the generator, with φk and �k , respectively,
being the amplitude and the phase angle of the kth harmonic
of frequency fk . We assume that f1 < f2 < · · · < fN .
While different notations have been used in the literature for
the amplitudes and frequencies of the different harmonics, for
clarity, we shall use the above notation throughout this paper,
even when we reproduce earlier results in some of the figures.

Discharges with single-frequency excitation (N = 1)
have widely been used as plasma sources during several
decades. In such discharges, the value of the dc self-bias—
which has an important effect on the ion energy distribution
at the electrodes—depends considerably on the geometrical
parameters of the discharge cell [24]. In most RF plasma
sources the powered electrode has a smaller area compared
with the grounded electrode, in such cases a negative self-bias
develops (see, e.g., [2]). In geometrically symmetrical settings
η vanishes.

The separate control of ion properties, namely, the ion
flux, �i, the mean ion energy, Ēi, and the shape of the
ion flux energy distribution function at the electrodes, is
of paramount importance in plasma processing applications.
The ion flux determines the processing rate, whereas the
mean ion energy and the shape of the distribution function
determine processes at the surfaces. It has been recognized
about two decades ago that using discharges excited by
two, or even multiple frequencies [25–31] provides an
enhanced separate control of ion flux and mean energy
as compared with single-frequency discharges. Likewise,
hybrid (inductive+capacitive, helicon+capacitive and dc+RF)
sources, partly with customized voltage waveforms applied
to the substrate to control the shape of the ion distribution
function, have been developed to provide an independent
control of ion properties [32–36].

In the case of dual-frequency (DF) excitation (N = 2) we
distinguish two approaches:

(a) ‘Classical’ DF discharges combine excitation with a
high-frequency and a low-frequency component. To a first
approximation, the high-frequency voltage amplitude, φ2,
controls the plasma density (as the electron heating rate is
proportional to the square of the frequency), and consequently,
the ion flux to the electrodes. The low-frequency voltage
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amplitude, φ1 � φ2, on the other hand, controls the mean
ion energy. This separate control has shown to be effective
if f1 � f2 is ensured, thus, in practice, f1 is typically in
the range of several MHz, and f2 covers frequencies from
tens to hundreds of MHz [25–31]. The effects of phase shifts
between the harmonics have been investigated in [37–39], but
in most works the phases are assumed to be zero. The separate
control of ion properties in such DF discharges is hindered
by the coupling of the two frequencies [40–44]; the low-
frequency modulation of the sheath length has an influence
on the electron heating properties at high-frequency sheath
expansion. Additionally, secondary electrons have recently
been found to adversely influence the separate control of the
ion properties [45, 46].

(b) The electrical asymmetry effect (EAE), proposed in 2008
[47], has proven to be an efficient alternative way to control
ion properties. Discharges under EAE conditions are normally
driven by a superposition of harmonic RF waveforms of a
fundamental and a second harmonic frequency, i.e. in (1),
N = 2, f2 = 2f1. It has been predicted by modeling and
simulations [47, 48], and later confirmed experimentally [49]
that due to the (generally) asymmetric waveform of φ∼(t)

a dc self-bias voltage develops in the discharge, even if the
electrode configuration is geometrically symmetrical. By
changing the phases of the harmonics the self-bias voltage
and the mean sheath voltages can be changed, which, in turn,
leads to different energy distributions of ions reaching the two
electrodes. The control parameters for the ion energy are, thus,
the phases, or the phase difference �1 −�2. We note that most
of the past papers on the EAE have varied �1 and set �2 = 0,
and used the notation � = �1. The maximum negative and
positive value of the self-bias occurs at (or near) � = 0◦ and
� = 90◦, respectively. The ion flux has proven to exhibit little
sensitivity on the phase variation at fixed voltage amplitudes.
Reaching a high self-bias has been found to be advantageous
as this provides a wider range to control the energy of ions at
the electrodes. Thus, most of the optimization studies of the
EAE have been focused on increasing the value of the self-
bias [50, 51].

The EAE has been investigated in different gases, mostly
in argon [50–52], but also in hydrogen [53], oxygen [54], and
in CF4 [55]. Optimization of the ratio of the voltage amplitudes
(φ2/φ1) was reported in [50]. The effect of secondary electrons
has been investigated in [56], in comparison with classical
DF discharges. The possibilities of using more than two
driving frequencies (N > 2) have been explored in [51].
In this latter work it has been shown that in order to drive
η to its two extremes one should (i) set all phase angles to
�k = 0◦ to reach the highest negative η value and (ii) the
phases of odd harmonics to �k = 0◦ and the phases of even
harmonics to �k = 180◦, to reach the highest positive η

value. This idea of tailoring a waveform via the EAE, i.e.
using multiple harmonics, has been proven experimentally
to be a promising approach for film deposition purposes
[33, 57] in high density remote plasmas with a capacitively
biased substrate. Consequences of using non-sinusoidal
driving voltage waveforms on the electron heating have been
discussed based on simulations in [58]. Furthermore, unique

opportunities to self-excite PSR oscillations [15, 16] and to
manipulate the distribution of particles in dusty plasmas [59]
via the EAE have been revealed and are current topics of
investigation.

In this paper, we present an overview of the different
electron heating mechanisms introduced above and elaborate
the main features of both classical DF and EAE discharges.
Section 2 describes the different methods used for our
study: the simulation approach, the analytical model of
capacitive discharges, as well as the experimental setup
and diagnostics. Results are presented in section 3, which
is divided into three different parts corresponding to three
different ways of capacitive discharge excitation: (i) single-
frequency, (ii) ‘classical’ dual-frequency and (iii) electrically
asymmetric multi-frequency discharges. Finally, a brief
summary is given in the section 4.

2. Methods

The forthcoming parts of the paper briefly review the methods
of our investigations: the numerical and analytical approaches
as well as the experimental methods.

2.1. Particle-in-cell simulation of radiofrequency discharges

The particle-in-cell (PIC) method represents the most
widespread simulation technique for the kinetic description of
RF plasma sources. The method, which belongs to the class of
‘particle-mesh’ approaches, was introduced in the 1960s and
has evolved significantly during the following decades [60, 61].
The idea of using a computational mesh avoids the need to
account for the pairwise interaction of all individual particles.
In addition to this, the use of ‘superparticles’, which represent
a large number of real particles, brings the number of particles
in the simulation into a tractable order of magnitude. While
the PIC scheme can account for electromagnetic effects [23],
here we restrict ourselves to electrostatic simulations.

In studies of low-pressure discharges collisions have to be
incorporated in the simulations; this is usually accomplished
by the Monte Carlo method. The simulation scheme resulting
from this combination of the techniques is referred to as
the ‘PIC/MCC’ approach [62]. For electropositive noble
gas discharges, elastic scattering, excitation and ionization
processes are typically considered for the electrons. For
electron–atom collisions the cold gas approximation is
commonly used. For ions it is usually sufficient to take
into account elastic collisions, except at high voltages, where
excitation and ionization may as well occur in ion–atom
collisions. Concerning elastic ion–atom collisions we use
cross sections for an isotropic part and a backward scattering
part [63]. We note that a similar approach has been developed
in [64] for studies of electron transport.

In the simulations of molecular gases several electron–
molecule processes have to be accounted for and a number of
different ionic species have to be traced. In our simulations of
CF4 discharges we include a fairly complete set of electron-
impact processes (elastic momentum transfer, vibrational and
electronic excitation, dissociative ionization, attachment and
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Figure 1. The PIC/MCC cycle for bounded, collisional discharge
plasmas.

neutral dissociation channels). The set of processes is based
on [65]. We trace the dominant ions: CF+

3, CF−
3 and F−; for

these species we include a set of ion-molecule reactions, as well
as electron–ion and ion-ion recombination channels. In our
simplified chemistry model we do not trace, however, neutral
radicals and we do not account for the formation of molecules
of higher weight. For a complete description of our model
see [66].

The PIC/MCC simulations presented here are of 1d3v type
(one-dimensional in space, and three-dimensional in velocity
space) and are voltage-driven (the time-dependent potential
values at the electrodes are used as boundary conditions).

For bounded and collisional discharge plasmas of interest
here, the PIC/MCC simulation cycle consists of the following
steps [62, 67–69] (also shown in figure 1):

(1) at each time step the charge of the superparticles (which
can be situated at any position inside the discharge gap) is
assigned to a grid;

(2) the Poisson equation is solved on the grid: the potential
distribution is calculated from the charge distribution,
taking into account the potentials applied to the electrodes
as boundary conditions;

(3) the forces acting on the particles are obtained by
interpolation of the electric field (resulting from the
differentiation of the potential) to the positions of the
particles;

(4) the new positions and velocities of the particles are
obtained from the solution of the equation of motion;

(5) due to the finite volume of the plasma the interaction of
the particles with the surrounding surfaces (e.g. reflection,
absorption, secondary emission) is accounted for;

(6) collisions between the traced charged particles with each
other and with the atoms of the background gas are
checked for and are executed.

It is noted that the kinetic properties of the PIC method
are negatively affected by the inclusion of the collisions
[70]. Nonetheless, PIC/MCC simulations provide a detailed

Figure 2. Equivalent electrical circuit of a CCRF discharge.

insight into the physics of RF plasma sources by delivering
spatio-temporal distributions of quantities of interest: particle
distribution functions, the ionization and excitation rates, the
electron heating rate, as well as the fluxes and densities of
different species. The constraints/requirements for the setting
of the parameters in PIC/MCC simulations (grid division, time
step, etc) have been discussed in several works, e.g. [71, 72].

Finally we note that the null-collision method is
commonly used in PIC/MCC simulations, to speed up
computations. This avoids the need for checking the collision
probability of each particle with the background gas in each
time step. Instead of this, the number of particles to participate
in a collision after a time step 	t (including the option for a
null-collision) is obtained as

Ncoll = N0[1 − exp(−ν∗	t)], (2)

where N0 is the number of particles of a given kind (electrons
or ion species). ν∗ is the total, energy-independent collision
frequency that includes the frequency of the null-collision
events. For more details see, e.g., [72].

2.2. Analytical model

The (analytical) modeling of the discharge dynamics and
electrical behavior of CCRF plasmas has been an intense
research topic in the last decades. Numerous mathematical
descriptions have been developed, covering the global
characteristics, plasma impedance, or, in particular, the sheath
dynamics (see, e.g., [31, 73–84] and references therein).

We use the following simple model: For typical conditions
of interest here, an equivalent circuit displayed in figure 2 can
be associated with a CCRF discharge (see e.g. [11, 47, 85],
which describe the analytical model discussed here in deep
details). The RF generator is represented by an ideal voltage
source, which generates a sinusoidal voltage waveform or the
superposition of N sinusoidal waveforms, φ∼(t) (as given by
equation (1)). The generator is coupled to the discharge via a
blocking capacitor. The circuit reflects the sheaths and bulk
structure of the discharge.
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The dc voltage drop over the blocking capacitor
compensates for the self-bias voltage η that develops over the
discharge. The blocking capacitor, on the other hand, usually
represents a small impedance for the driving frequencies,
allowing us to neglect the ac voltage drop on it. Thus, the
voltage balance for the circuit reads

φ∼(t) + η = φsp(t) + φb(t) + φsg(t), (3)

where φsp(t) and φsg(t), respectively, are the sheath voltages at
the powered and the grounded electrodes, and φb is the voltage
drop over the plasma bulk.

Generally, the dynamics of both sheaths are 180◦ out
of phase, i.e. when the powered electrode sheath voltage
is maximum in magnitude, φsp = φ̂sp < 0, the absolute
value of the grounded electrode sheath voltage is minimum in
magnitude, and vice versa. This minimum corresponds to the
floating potential, φf

sg. At the times of maximum and minimum
applied voltage, when these extremes of the sheath voltages
occur, the bulk voltages, φb,max, φb,min, differ by their sign and
can have different absolute values.

Combining these assumptions with the voltage balance
(equation (3)) at the times of maximum and minimum applied
voltage and the symmetry parameter, defined as

ε =
∣∣∣∣∣
φ̂sg

φ̂sp

∣∣∣∣∣, (4)

yields an analytical expression for the dc self-bias [51, 85]:

η = − φ∼max + εφ∼min

1 + ε
+

φ
f
sp + εφ

f
sg

1 + ε
+

φb,max + εφb,min

1 + ε

∼= − φ∼max + εφ∼min

1 + ε
. (5)

This result shows that a non-zero dc self-bias will develop even
in a geometrically symmetric discharge (ε ∼= 1), if we apply
a waveform, for which φ∼max and |φ∼min| are not equal. This
can be realized by applying two harmonics with f2 = 2f1 and
improved using more consecutive harmonics with fk = kf1.

In asymmetric (ε �= 1) discharges, PSR oscillations of the
RF current at frequencies higher than the driving frequencies
are observed. Their self-excitation is also understood by this
model: all voltage drops in equation (3) can be expressed as
a function of the normalized charge in the powered sheath,

q(t) = Qsp(t)/Qsp,max with Qsp,max = A

√
−2eε0n̄sφ̂sp being

the maximum charge in the powered sheath. Here A is the
electrode area and n̄s is the spatially averaged-ion density
within the sheath [85].

The sheaths adjacent to the electrodes can be modeled by
non-linear capacitors. The non-linearity arises from the fact
that the charge–voltage relations of the sheaths are non-linear,
since the sheath widths change as a function of the voltage drop
across the sheath, φs(t), in contrast to a capacitor with fixed
distance between its electrodes. Therefore, in a sheath with
a quasi-static ion density the voltage depends on the charge,
Qs(t), squared, i.e. |φs(t)| ∝ Q2

s (t), [11]. Normalizing all
voltages by the total amplitude of the applied voltage,

φtot =
N∑

k=1

φk, (6)
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Figure 3. Experimental setup illustrating the electrical network and
the diagnostics tools used in our measurements.

and the charge by Qsp,max, we obtain

φ̄sp[q(t)] = −q2(t) and φ̄sg[q(t)] = ε[qt − q(t)]2 (7)

under the assumption that the total uncompensated charge, qt ,
is split into the net charges in the two sheaths.

The voltage drop across the bulk can be derived from
the electron momentum balance equation in the plasma bulk
[11, 85]. Based on the assumption that the current, I , in the
plasma bulk is purely conduction current, since the driving
frequencies are much lower than the electron plasma frequency,
the following result for φb is obtained [15, 85]:

φb(t) = −L

Ā

m

en̄b

(
∂

∂t
+ ν

)
I (t), (8)

where L is the bulk length, m is the electron mass and ν

is the electron-neutral elastic collision frequency. n̄b and
Ā denote effective values of the electron density and bulk
area, respectively (see [11]). The first term on the rhs of (8)
represents electron inertia (∝ ∂2q/∂t2) and the second term
the resistivity (∝ ∂q/∂t) of the quasi-neutral region.

Inserting the expressions for the charge–voltage depen-
dences of the sheaths and bulk into the voltage balance (equa-
tion (3)) yields a simplified equation for the charge, q, and via
its temporal derivative for the current [15, 85]:

φ̄∼(t) + η̄=−q2(t) + ε[qt − q(t)]2 − 2β2

[
∂2

∂t2
+ ν

∂

∂t

]
q(t),

(9)

where β =
√

ApLφ̂spε0m/(Āŝpφtote2n̄b) is a constant that
depends on the discharge geometry and conditions. ŝp is the
maximum extension of the sheath adjacent to the powered
electrode. The bars above the voltages on the lhs of (9)
represent normalization with respect to φtot.

Equation (9) describes externally driven oscillations of
the charge q(t). The important point to note here is the
quadratic sheath non-linearity q2, which is of key importance
for the occurrence of the PSR oscillations. If ε = 1
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Figure 4. PIC/MCC simulation results: spatio-temporal plots of the electron heating rate (first column), ionization rate (second column)
electric field (third column) and electron density (fourth column) in Ar and CF4 discharges driven at f1 = 13.56 MHz, p = 80 Pa with an
electrode gap of L = 1.5 cm. First row: Ar, φ1 = 100 V, γ = 0. Second row: Ar, φ1 = 200 V, γ = 0.2. Third row: CF4, φ1 = 400 V,
γ = 0.1. The color scales are given in units of 105 W m−3 (heating rate), 1021 m−3 s−1 (ionization rate), 103 V m−1 (electric field) and
1015 m−3 (electron density). The electric field in the sheaths is not resolved due to its higher values. Reproduced from [21].

(total symmetry) the non-linearity q2 vanishes and a simple,
harmonic oscillator equation in q results. Under such
conditions q oscillates like φ∼ without higher harmonics.
Therefore, PSR oscillations cannot occur in conventional
geometrically symmetric discharges (Ap/Ag = 1), with
equal sheath properties (ε = 1). In the case of a strong
asymmetry (ε < 1) PSR oscillations may develop, especially
at low pressures (typically below ∼10 Pa), when the bulk
part is dominated by the inductive component and the PSR
oscillations are not damped significantly by collisions. Such
oscillations of the RF current are theoretically known to
enhance ohmic and stochastic heating in CCRF discharges by
non-linear electron resonance heating (NERH) [12–14] and
can lead to higher electron densities.

2.3. Experimental methods

In the experiments reported here the RF voltage provided by the
generator is fed to the discharge cell via a matching network
that ensures an optimum power transfer to the plasma. In
the case of DF excitation, such as illustrated in figure 3, two
generators, two amplifiers and two matching boxes are used.
Behind each matchbox a filter prevents the given harmonic
from entering the other matching branch. Having passed
through the filters, both waveforms are added and applied to
one electrode.

The discharge is located inside a Gaseous Electronics
Conference (GEC) cell. The radius of both electrodes

(powered and grounded) is 5 cm. The gap between the
electrodes is variable (1–2.5 cm). The plasma is shielded
from the outer grounded chamber walls by a glass cylinder
to improve its geometric symmetry.

Figure 3 also includes schematically the diagnostics tools
used in our studies: the optical setup for the phase resolved
optical emission spectroscopy (PROES) and a plasma process
monitor (PPM) used in the measurements of the flux and the
energy distribution of ions reaching the grounded electrode.

The voltage across the discharge is measured by a LeCroy
high voltage probe about 1.5 m in front of the powered
electrode. The RF period average of the measured voltage
yields the dc self-bias. In the case of DF excitation the
amplitudes of the individual harmonics are determined by
Fourier analysis of the measured waveform. Due to reflection
on the cable, the voltage amplitudes and the phase between
the harmonics are different at the electrode and at the original
position in front of the electrode, where the voltage is measured
during plasma operation. Thus, a calibration procedure
described in [49] is used to determine the voltage amplitudes
and phase at the electrode.

The ion energy and flux at the grounded electrode are
measured by a Balzers PPM 422. This device is a combination
of an ion energy and mass filter. Here, the PPM is used as an
energy filter at fixed mass. A fraction of the ions accelerated
toward the grounded electrode by the voltage drop across the
adjacent sheath enter the PPM through an extraction hole of
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Figure 5. Flux-energy distributions of Ar+ ions reaching the electrodes in single-frequency discharges operated at different frequencies (as
indicated for the different rows of panels) and gas pressures (indicated in each panel). The RF voltage is φ1 = 300 V for all cases except for
the cases, where an asterisk appears at the pressure value; in these two cases φ1 = 150 V, as a convergent solution was not found at
φ1 = 300 V.

diameter 100 µm. These ions are focused on the entrance of the
energy filter (Cylindrical Mirror Analyser) by a system of ion
optics lenses. Behind this filter the remaining ions of specific
energy enter a quadrupole mass filter to extract only ions at
a specific mass. The remaining ion beam is reflected by 90◦

and is detected by a secondary electron multiplier. Here, only
singly charged argon ions (40 amu) are detected. The internal
pressure of the PPM must be lower than 10−3 Pa in order to
avoid collisions of ions inside the device that would distort
the measurements. This constraints the maximum pressure in
the chamber to about 20 Pa, if no additional pumping stages
are used. The PPM is calibrated carefully with respect to its
energy scale as well as the shape of the measured ion flux-
energy distribution functions following a procedure described
in [49].

The emission from a specifically chosen neon state
(Ne2p1) is measured space and phase resolved within the RF
period by PROES [17]. This diagnostic is described in detail
in, e.g., [86]. Typically ≈10% neon has to be admixed to
the buffer gas for the optical measurements. The emission
at 585.5 nm is measured by an Andor Istar ICCD camera
synchronized with the low-frequency voltage waveform in
combination with an interference filter. From the emission
the excitation is calculated using a simple collisional–radiative

model, for more details see [86]. The amount of Ne admixture
is a compromise between the intensity of the signal and the
degree of perturbation of the discharge. As the ionization
potential of Ne is significantly higher than that of Ar, we do
not expect a significant influence of Ne on the discharge, and
believe that the qualitative comparison with simulation results,
obtained for a pure Ar discharge, is meaningful.

3. Results

3.1. Single-frequency discharges

As it has already been emphasized in section 1, the electron
heating mode is a key characteristic of RF discharges. Here,
we shall briefly illustrate the prominent differences between
the specific heating modes. For that we compare three
different discharges. In two of these cases the discharges are
electropositive (operated in Ar) and the secondary electron
emission yield of the electrodes is varied. In the third case
we take an electronegative gas, CF4. RF discharges in this
gas are known to change from electropositive behavior at
low pressures to electronegative character at high pressures
[87, 88].
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Figure 4 shows PIC/MCC simulation results for these
discharges, operated at 80 Pa gas pressure, L = 1.5 cm
electrode gap and Tg = 350 K neutral gas temperature. In these
calculations, and also in all the other simulations presented in
this paper, the electrons reaching the electrodes are supposed
to be reflected elastically, with a probability of 0.2 (called
the ‘electron reflection coefficient’). Different columns of
the figure display spatio-temporal distributions of the electron
heating rate, the ionization rate, the electric field and the
electron density, within one RF cycle (f1 = 13.56 MHz).

The first and second rows correspond to Ar discharges
in α-mode (γ = 0, φ1 = 100 V) and γ -mode (γ = 0.2,
φ1 = 200 V), respectively. In the α-mode dominant patterns in
the electron heating rate are seen at phases of sheath expansion.
Subsequently, these energetic electrons lead to ionization
maxima while traveling toward the discharge center. In the
γ -mode, many electrons gain little energy during the phase of
sheath expansion, as it can be observed in the respective plot.
However, the dominant part of the ionization occurs inside and
in front of the expanded sheaths due to the strong acceleration
of the relatively small number of γ -electrons, which are
emitted form the electrodes, by the strong electric field. In
both cases, the electron density decreases monotonically from
the discharge center toward the electrodes.

The third row shows results for a CF4 discharge, where
ionization inside the bulk and at the collapsing sheath edge
is observed (γ = 0.1, φ1 = 400 V). In contrast to the
electropositive discharges, the electron heating, as well as the
ionization rate and the electric field are high inside the bulk
at distinct times within one RF period, as a consequence of
the low conductivity due to a low electron density. Maxima of
the electron density occur at the sheath edges at times of small
sheath width to ensure quasineutrality in the electropositive
edge region of the discharge. The ionization rate increases
toward the electrode, where the sheath is collapsing, and peaks
close to the position of maximum electron density. The heating
mode characterized by these features has been termed as the
‘drift-ambipolar’ (DA) mode [21].

Single-frequency discharges can be operated over a wide
range of discharge conditions: excitation frequency and
voltage, electrode gap and gas pressure. The electron heating
mode, as explained above, largely depends on these parameters
as well as on the nature of the gas and the electron emitting
properties of the electrodes. Therefore, a wide variety of
plasma characteristics and compositions can be realized; a
detailed survey of these is, however, far beyond the scope of
this paper.

Next, we demonstrate how the flux-energy distribution
of the ions reaching the electrodes depends on the operating
conditions. For these studies we simulate discharges in
argon, at pressures between p = 0.3 Pa and 100 Pa, running
at frequencies between f1 = 13.56 and 54.24 MHz. The
electrode gap is fixed at L = 2.5 cm, and the gas temperature
is set to Tg = 350 K. The secondary yield is γ = 0.1 for all
cases, resulting in a dominating α-mode operation for most of
the discharge conditions; contributions of γ -heating show up
only at the lowest frequency and at the higher pressure and/or
voltage values.

Figure 6. Effect of the RF voltage amplitude, φ1, on the peak bulk
ion density (a), the temporal average of the ion flux (b) and the
mean ion energy (c) in a single-frequency argon discharge operated
at p = 10 Pa, L = 2.5 cm, f1 = 13.56 MHz.

At f1 = 13.56 MHz the ion flux-energy distributions
take complicated shapes at low pressures. Multiple peaks in
the distribution appear due to a combined effect of periodic
acceleration of ions in the sheaths (the ion transit time is
longer than the period of the RF waveform) and of charge
exchange collisions [89]. With increasing pressure more and
more collisions take place, i.e. the ion mean free path λi

becomes much shorter than the sheath width s. Consequently,
the probability of ions undergoing many collisions in the
sheath is high compared with the probability of few or no
collisions, leading to an almost exponentially decreasing ion
flux as a function of the ion energy. At f1 = 27.12 MHz
the ion flux-energy distributions at high pressures are similar
to those at low pressures at 13.56 MHz. This is caused by
an increase in the plasma density as a function of frequency
at fixed driving voltage amplitude. Thus, the sheath widths
are reduced and the ratio λi/smax, i.e. the collisionality of the
sheath, is similar compared with lower pressures at 13.56 MHz.
At fixed frequency λi/smax increases at lower pressure, so
that the sheaths become more collisionless and the ion flux-
energy distribution functions tends toward a single peak at high
energies (figure 5).

Despite the fact that various ion flux-energy distributions
can be realized in single-frequency discharges, an independent
control of the ion flux and mean ion energy cannot be achieved
in a straightforward manner. In a discharge, which is operated
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Figure 7. Flux-energy distributions of Ar+ ions obtained in
PIC/MCC simulations of classical dual-frequency discharges
operated at f1 = 1 MHz and f2 = 100 MHz, as a function of φ1.
The amplitude of the high-frequency voltage is fixed at φ2 = 60 V.
p = 3.33 Pa, L = 2 cm, γ = 0.

at a fixed pressure, the change in the discharge voltage
influences both the bulk ion density (and consequently the
ion flux) and the mean ion energy (via the changing sheath
voltage). This effect is illustrated in figure 6, which shows the
above characteristics in a single-frequency argon discharge at
p = 10 Pa, L = 2.5 cm, f1 = 13.56 MHz.

Figure 6 clearly shows that the ion density and the
ion flux are strongly correlated, both change by a factor of
about 10 within the range 100 V � φ1 � 500 V. At the
same time, the mean ion energy changes by a factor of 6.
This interdependency of plasma properties in single-frequency
discharges has motivated the development of sources operating
at two or multiple frequencies, which will be discussed in the
forthcoming parts of this paper.

3.2. Classical DF discharges

Classical DF discharges operate typically at f1 � f2, so
that one expects the plasma density and the ion flux to be

Figure 8. Mean ion energy (left scale, lower set of curves) and ion
flux (right scale, upper set of curves) in ‘classical’ DF discharges in
argon, f1 = 1.937 MHz and f2 = 27.12 MHz, for various secondary
yields. The conditions marked by the black circles are further
analyzed. Partly reproduced with permission from [46]. Copyright
by AIP.

defined by the high-frequency voltage amplitude φ2, whereas
the low-frequency voltage amplitude, φ1 � φ2, is the control
parameter for the mean ion energy. The shape of the ion flux-
energy distribution largely depends on the relation between
the ion transit time through the sheath (τi) and the periods
of the driving frequencies. For an efficient control of the
ion properties T2 = 1/f2 < τi < T1 = 1/f1 is favorable.
In figure 7 we display flux-energy distributions of Ar+ ions
in discharges, where this relation is fulfilled, as driving
frequencies of f1 = 1 MHz � f2 = 100 MHz are chosen.
The amplitude of the high-frequency harmonic is fixed at
φ2 = 60 V. The discharge is operated at p = 3.33 Pa and
L = 2 cm. We assume Tg = 300 K and γ = 0.

At φ1 = 0 V the sheaths are narrow and almost
collisionless, since a relatively high charged particle density is
produced via the high-frequency voltage, resulting in a small
sheath width. The ion energy distribution sharply peaks at
about ∼=45 eV. The upper limit of the ion energies smoothly
extends toward higher values as φ1 is increased. We note that
an increasing number of ions arrive with very low energies, too,
which is the result of the increasing sheath widths at higher φ1.

Regarding the effect of φ1 on the ion flux, different
conclusions were drawn in previous studies. In Ar/CF4/N2

discharges a complicated behavior of the ion flux as a function
of φ1 was observed, depending on the applied frequencies [90].
Neglecting secondary electrons, in [44] and [66], a decrease in
the ion flux with increasing φ1 was observed for Ar and Ar/CF4

discharges. In the studies reported in [91] the ion flux was
found to remain nearly constant, regardless of φ1. In a recent
experiment, on the other hand, the flux was found to increase as
a function of φ1 in a discharge operated at 1.937 and 27.12 MHz
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Figure 9. Spatio-temporal distribution of the ionization rate within one period of the fundamental frequency for different combinations of
φ1 and γ at 6.6 Pa (units are 1014 cm−3 s−1). The powered electrode is situated at x = 0. L = 2.5 cm, φ2 = 200 V. The white lines indicate
the sheath edges. Reproduced with permission from [46]. Copyright by AIP.

in a mixture of argon and oxygen [45]. To resolve these,
seemingly contradicting, observations we have carried out a
systematic study of the effects of secondary electrons in DF
discharges operated at f1 = 1.937 MHz and f2 = 27.12 MHz
(f2/f1 = 14) [46].

Figure 8 shows the mean ion energy and the ion flux as
a function of the low-frequency voltage amplitude φ1 (which
used to be the control parameter for the ion energy). The
results confirm that this parameter allows tuning Ēi over a
wide range. On the other hand, depending on the secondary
electron yield, different results for �i(φ1) are obtained. At zero
and small γ values the ion flux decreases as a function of φ1;
these data confirm the results of some of the earlier calculations
[66]. At high γ values an opposite behavior, an increase
in the flux with φ1 is observed, confirming the experimental
observations in discharges with oxidized electrodes [45] that
can be characterized with a high secondary yield. The ion
flux stays reasonably constant only at intermediate γ values.
This result points out the difficulty of controlling ion properties
independently in classical DF discharges.

The four data points marked with circles in figure 8 are
further analyzed. Figure 9 shows the spatial and temporal
distribution of the ionization rate in the discharges at these
four parameter combinations. Looking at the γ = 0 cases
we observe that the sheaths are significantly expanded when
the low-frequency voltage amplitude is increased (compare
panels (a) and (b)). The high-frequency sheath motion is
coupled to the extension of the sheaths caused by the low-
frequency voltage. Therefore, around the phases of minimum
and maximum of the applied low-frequency voltage, the high-
frequency sheath edge of the powered and grounded sheaths,

respectively, oscillates with a smaller amplitude due to the
higher ion density found further from the electrodes. This
frequency coupling results in a smaller value of the space and
time-integrated ionization rate, and consequently, in a smaller
ion density and ion flux. At γ = 0.225 the same change in φ1

has an opposite effect on the ion flux, which can be explained
by the enhanced multiplication of electrons emitted from the
electrode in phases, when both φ1 and φ2 contribute to the
sheath voltage [46].

In most cases, the excitation rate follows similar patterns
as the ionization rate. Therefore, it is possible to compare and
validate our simulation data with experimental results obtained
by PROES. The results of such measurements, carried out in a
discharge operated at f1 = 1.937 MHz and f2 = 27.12 MHz
(f2/f1 = 14) in helium gas with small admixture of O2 and
Ne [92] are shown in figure 10(a). As explained in section
2.3, Ne is admixed as the tracer gas for PROES. Optical
access is provided by a transparent optical block made of
quartz, which is implemented into confinement rings used
to ensure a symmetric discharge [92]. O2 is admixed (i) to
avoid parasitic coatings caused by material sputtered from the
electrodes on this optical block that would limit the optical
access to the plasma and (ii) to stabilize the discharge. None
of these admixtures are expected to affect the electron heating
and excitation dynamics qualitatively. The corresponding
PIC/MCC simulation results assuming pure He buffer gas
and using φ1 = 800 V and φ2 = 550 V, p = 65 Pa, and
L = 1.2 cm [52] are shown in figure 10(b)—these assume
γ = 0.45, R = 0.2, and Tg = 400 K. Electron beams, which
are launched toward the bulk at phases of sheath expansion,
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Figure 10. (a) Experimentally determined spatio-temporal
electron-impact excitation into the Ne 2p1 state at 65 Pa [92].
(b) Spatio-temporal excitation rate resulting from the PIC/MCC
simulation (He, 65 Pa, φ1 = 800 V and φ2 = 550 V, γ = 0.45,
R = 0.2 and Tg = 400 K). The powered electrode is situated at
x = 0. Reproduced with permission from [52]. Copyright by
IOP Publishing.

can clearly be recognized in both panels of figure 10. There
is a very good agreement between the experimental and the
simulation results.

As mentioned above, electric field reversals can occur
during sheath collapse. To illustrate this, the electric field
distribution and the electron heating rate in helium for the
same conditions as above are depicted in figure 11. These plots
show only half of the low-frequency (f1) cycle and only the
spatial region limited to the maximum sheath extension at the
powered electrode. Electric field reversals, E > 0, indicated
with white color in figure 11(a), appear whenever the high-
frequency sheath is retracted, to accelerate electrons toward
the electrode [18].

3.3. Electrically asymmetric multi-frequency discharges

In figure 12 we compare the dependence of the dc self-
bias voltage, the mean ion energy, and the ion flux on
the phase difference between the driving harmonics, as
obtained experimentally (reported in [49]) and from our present

Figure 11. Spatio-temporal distribution of the electric field (a) and
the electron heating rate (b) resulting from the PIC/MCC simulation
of a He discharge at a pressure of 65 Pa, φ1 = 800 V and
φ2 = 550 V, γ = 0.45, R = 0.2 and Tg = 400 K. In (a), white
regions indicate the reversal of the electric field. The powered
electrode is situated at x = 0. (a) is reproduced with permission
from [52]. Copyright by IOP Publishing.

PIC/MCC simulations for a DF EAE discharge operated at
f1 = 13.56 MHz and f2 = 2f1. The discharge conditions
are: p = 20 Pa (argon), L = 1 cm, φ1 = φ2 = 76 V.
We note that while the same absolute value of the dc self-
bias is obtained in the simulations for the minimum and the
maximum, a small shift into the negative direction occurs
in the experiment. This is caused by a slight asymmetry
of the discharge cell originating from a parasitic capacitive
coupling between the glass cylinder confining the plasma and
the grounded chamber wall. Nonetheless, there is a very
good agreement between the two data sets, with differences
amounting less than 10%. A bigger difference is seen in the
control range of the mean ion energy. This difference may
be attributed to an underestimation of the low energy part
of the distribution function in the experiment, e.g., due to
defocusing effects or the angle selectivity of the ion energy
analyzer (PPM). (In the PIC/MCC simulations the ion energy
distribution is calculated regardless of the angular distribution
of the ions, while this may play a role in the experiment.)
Other reasons might be related to the PIC/MCC simulations,
such as the difficulty of obtaining the same plasma density
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degree

Figure 12. Comparison of experimental and simulation results for
dependence of (a) the self-bias voltage, (b) the mean ion energy and
(c) the ion flux, on the phase angle � at the grounded electrode of an
argon discharge at p = 20 Pa, L = 1 cm, φ1 = φ2 = 76 V.
Tg = 350 K was used in the simulation. The experimental data are
taken from [49].

and, accordingly, the same sheaths widths and collisionality
as in the experiment and uncertainties in the cross section
data sets, which are typically most pronounced in the low
energy region. The ion flux again shows very similar behavior
as a function of �. The absolute ion flux is not known in
the experiment. Hence, the experimental data were scaled
to match the calculated flux. Figure 12(c) confirms that the
ion flux is rather insensitive on the phase angle—both in the
experiments and in the simulations—allowing independent
control of ion properties in DF discharges using the EAE.

The flux-energy distribution of Ar+ ions at selected
phase angles and under the same conditions as before are
displayed in figure 13. We find a very good overall agreement
between the results of experiment and simulation; the shapes
of the distributions, the appearance of the peaks and the
cutoff energies are quite close. However, in accordance
with the discussion of the mean ion energy given above, it
can be observed that the low energy part of the distribution
function is slightly larger in the simulations compared with the
experiment. Furthermore, a closer observation would point
out some differences in the exact positions of the peaks, as
well as in their relative amplitudes. These may originate again
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Figure 13. Comparison of experimental (a) and simulation (b)
results for dependence of the ion flux-energy distribution on the
phase angle � at the grounded electrode of an argon discharge at
p = 20 Pa, L = 1 cm, φ1 = φ2 = 76 V. The experimental data are
taken from [49].

from the peculiarities of the PPM that are not accounted for
in the simulations and from the imperfections of the discharge
model that we use. The agreement is however, more than
satisfactory.

The self-excitation of PSR oscillations is a fundamental
phenomenon of asymmetric CCRF discharges operated at
low pressures. The asymmetry may be caused by the
geometrical configuration or the application of an asymmetric
voltage waveform to the plasma. Therefore, using the
EAE the discharge current exhibits resonance oscillations
even in geometrically symmetric discharges, if the symmetry
parameter ε strongly differs from unity. The PSR and its
effect on the electron heating have been investigated in DF
cases via simulations [15, 85], experiments [85], as well
as theoretical descriptions [16, 54, 85]. It can be expected
that the self-excitation of the PSR is even more pronounced
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Figure 14. Spatio-temporal distributions of the electric field (upper row), the electron heating rate (middle row), and the ionization rate
(bottom row) in argon discharges driven by different number of harmonics indicated above the columns. The units are 105 V m−1 for the
electric field, 105 W m−3 for the heating rate and 1015 cm−3s−1 for the ionization rate. p = 3 Pa, L = 3 cm,

∑
φk = 800 V.

in electrically asymmetric discharges driven by multiple
frequencies, since the induced asymmetry can be significantly
enhanced [51].

Figure 14 shows the spatio-temporal distributions of the
electric field, the electron heating rate, and the ionization rate
in argon discharges driven by different number of harmonics,
from N = 1 to N = 4, at p = 3 Pa, L = 3 cm, γ = 0.2,
Tg = 400 K. Here, the voltage amplitudes are not chosen
equally but calculated by the following expression, which was
proven to yield the maximum possible self-bias [50]:

φk = φtot
N − k + 1

N
. (10)

In the case of DF excitation, e.g., this gives φ1 = 2
3φtot and

φ2 = 1
3φtot. The total voltage amplitude is kept constant at

φtot = 800 V and all phase angles are set to zero, �k = 0◦. The
number of harmonics, as well as the calculated self-bias voltage
is indicated above the columns of figure 14. As expected,
the magnitude of η increases with increasing number of the
harmonics [51].

At single-frequency operation the well known patterns
of the distributions are obtained. At N > 1, however,
additional features show up in the electron heating rate, which
are manifestations of the PSR oscillations appearing due
to the electrically induced asymmetry. We also note that
the domain of high ionization shrinks, when the number of
harmonics is increased and the bulk length decreases due to
the increasing length of the sheath at the powered electrode.
The frequency of the PSR oscillations decreases and less

maxima can be observed with increasing number of applied
harmonics.

4. Summary

In this paper, we have illustrated the basic features of
capacitively coupled RF discharges excited by one, two or
multiple frequencies. A combination of PIC/MCC simulation
results, experimental data and theoretical modeling has been
presented.

In the case of single-frequency capacitive discharges, three
fundamental mechanisms of electron heating and discharge
sustainment were shown and explained: (i) acceleration of
electrons during sheath expansion (α-mode), (ii) multiplication
of secondary electrons inside the expanded sheath (γ -mode),
(iii) electrons interacting with electric fields inside the plasma
bulk and around the sheath edges in electronegative plasmas
(DA-mode). The dependence of the shape of the ion flux-
energy distributions at the electrodes on global parameters,
i.e. pressure and frequency, and the limitations of controlling
plasma properties in single-frequency discharges have been
discussed.

The way how to control the shape of the ion flux-
energy distributions in classical dual-frequency discharges has
been presented: the transition between a single peaked (pure
high-frequency discharge) and a broad distribution for high
amplitudes of the low-frequency component, which is slow
enough to allow the ions to respond, was examined. It was
shown that separate control of the total ion flux and mean ion
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energy is possible only within a narrow window of discharge
operating conditions. The reasons for the changes in the
ion flux as a function of the amplitude of the low-frequency
component were found in the simulations and experiments to
be the frequency coupling of the sheath motion and the effect
of secondary electrons, both affecting the electron heating and
ionization. An example of the field reversal was given to
illustrate the manifold features of electron dynamics.

The electrical asymmetry effect offers a completely
different way to control the mean ion energy independently of
the ion flux: two (or more) consecutive harmonics are applied,
allowing to control the discharge symmetry and subsequent
properties via the phase angle(s) between the frequencies. A
comparison of simulation and experimental data summarized
previous investigations and demonstrated, how the dc self-
bias, that develops due to the electrical asymmetry, and the
mean ion energy can be adjusted without changing the total ion
flux by more than a few percent. The experimentally obtained
ion flux-energy distribution functions agreed quite well with
the simulation results. The self-excitation of plasma series
resonance oscillations was studied in geometrically symmetric
electrically asymmetric multi-frequency discharges operated
at low pressures. The occurrence of the PSR in the discharge
current can be reproduced and explained by the analytical
model, whereas the PIC/MCC simulation gives more insights
into the emerging spatio-temporal electron heating structures.
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[44] Donkó Z 2007 Proc. Symp. of Application of Plasma

Processes (Podbanske, Slovakia, 20–25 January, 2007)
eds J Matuska et al IL02, p 21

[45] Booth J P, Curley G, Marić D and Chabert P 2010 Plasma
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