Electron dynamics in low pressure capacitively coupled radio frequency discharges
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ABSTRACT
In low temperature plasmas, the interaction of the electrons with the electric field is an important current research topic that is relevant for many applications. Particularly, in the low pressure regime (<10 Pa), electrons can traverse a distance that may be comparable to the reactor dimensions without any collisions. This causes “nonlocal” dynamics which results in a complicated space- and time-dependence and a strong anisotropy of the distribution function. Capacitively coupled radio frequency (CCRF) discharges, which operate in this regime, exhibit extremely complex electron dynamics. This is because the electrons interact with the space- and time-dependent electric field, which arises in the plasma boundary sheaths and oscillates at the applied radio frequency. In this tutorial paper, the fundamental physics of electron dynamics in a low pressure electropositive argon discharge is investigated by means of particle-in-cell/Monte Carlo collisions simulations. The interplay between the fundamental plasma parameters (densities, fields, currents, and temperatures) is explained by analysis (aided by animations) with respect to the spatial and temporal dynamics. Finally, the rendered picture provides an overview of how electrons gain and lose their energy in CCRF discharges.

I. INTRODUCTION
Low pressure capacitively coupled radio frequency (CCRF) discharges play an enormous role for various applications of crucial societal relevance and broad impact. These range from the semiconductor industry to coating technologies and biomedical/environmental applications. For instance, in semiconductor manufacturing, the generation of nanometer-sized structures for integrated circuits necessitates good quality of high-aspect ratio trenches, and consequently, the control of the radio frequency etching process must be optimized. For example, deep reactive-ion etching (DRIE) is a very anisotropic dry etch process that can generate aspect-ratios in the range of 50:1 with almost 90 degree trench walls. This process can generate capacitor trenches for dynamic random access memories (DRAMs) as well as conductor paths for 3D integrated circuit systems. At the same time, radio frequency sputtering as well as plasma enhanced chemical vapor deposition (PECVD) become increasingly important to deposit high quality layers on a substrate. Among other applications, these processes are essential to deposit passivation layers inside a trench in order to prevent the etching of sidewalls. Further exemplary areas of applications are protective layers for metallic components, barrier films for synthetic products, and deposition of amorphous and mono-crystalline silicon for the thin film solar cell fabrication. These days, both etching and deposition processes reach the precision of single atomic layers. In order to realize this high degree of process control and selectivity in Atomic Layer Etching (ALE) and Atomic Layer Deposition (ALD), a precise control of process relevant flux-
A. Discharge setup

Figure 1 shows a schematic of a typical setup of a capacitively coupled plasma,
which consists of two plane and parallel electrodes with circular surfaces that are installed in a vacuum chamber. The feedstock gases are injected at a certain position at the surface of the chamber or a showerhead is installed at the position of the electrode. The gases flow through the electrode gap and are pumped away by a vacuum pump. The types of feedstock gases range from simple noble gases, such as argon and neon, which are usually used for experimental studies as well as plasma sputtering applications, to highly complex gases, such as O2, N2, SF6, and CF4, and their mixtures are used for etching processes in the microelectronic industry. The gas pressure is in the range of 0.01 < p < 10 Pa, and the gas temperature is between 300 < Tg < 600 K. Based on the ideal gas law,

\[ p = k_B T_g n_g, \]

the resulting gas density varies between 10^{19} < n_g < 10^{21} m^{-3}. Here, \( k_B \) is the Boltzmann constant. In contrast, the electron and ion densities are several magnitudes lower, 10^{14} < n_e, n_i < 10^{16} m^{-3}. CCRF discharges at low pressures are operated in the low temperature plasma regime, where electrons have a high temperature, \( 1 < T_e < 5 \) eV, and ions often have a temperature in the bulk plasma, which is similar to the gas temperature, \( 0.03 < T_i < 0.1 \) eV (\( T_e \gg T_i \)). Most of the applications require a substrate holder on one electrode (the bottom electrode in Fig. 1) in order to deposit materials or to etch trenches. The used substrate frequently consists of a dielectric material, and the rf voltage drop across this material is small and can be neglected. The upper electrode as well as the vacuum chamber are grounded. In contrast, the electrode at the bottom position is connected via a blocking capacitor, and a matchbox to a radio frequency generator couples the power into the discharge. Typical radio frequencies are between 1 < \( f_{\text{rf}} < 100 \) MHz. The matching network is important in order to match the impedance of the plasma to the impedance of the rf-generator. Typically, a sinusoidal radio frequency voltage is applied to the driven electrode, which has amplitudes in the range of 50 V < \( V_0 < 10 \) kV. The blocking capacitor prevents the flow of a DC current in the circuit, and the voltage drop across it compensates the self-bias voltage over the plasma that forms in the presence of any discharge asymmetry. Such an asymmetry can originate from the unequal electrode surface areas: The grounded surface of the upper electrode and the reactor wall lead to the situation that the total grounded surface area \( A_g \) can be larger than the surface area of the powered electrode \( A_p \). Consequently, the discharge becomes geometrically asymmetric and a DC self-bias is generated. For conducting electrodes, this voltage drop is easy to measure experimentally by a voltage probe and gives an appropriate orientation how geometrical asymmetric the discharge is.\[ A_g \approx A_p. \]

In large area reactors, the electrode area ratio can be \( A_g \approx A_p. \) Therefore, the DC self-bias is negligible (in single-frequency unmagnetized CCRF discharges with identical surface materials), and the discharge along the axis is almost symmetric. The materials of different surfaces (substrate, electrode, reactor wall) play a very important role for the plasma-surface interaction. For instance, the material of the electrode can be stainless steel, and the wafer at the substrate holder consists of SiO2. Different materials in combination with different plasma species (neutral, ions, and electrons) lead to highly complex plasma-surface models, which need to take into account energy dependent ion and electron induced secondary electron emission (SEE) coefficients as well as energy dependent particle reflection coefficients at the respective surface.

The most important part of such a CCRF discharge is the region between the electrodes. A quasi-neutral plasma bulk is generated in the center of the discharge. Most of the gas phase chemistry occurs in this region (generation of ions, radicals, and other molecules). In front of the electrodes, two positively charged layers arise, which are called plasma sheaths. In these regions, the positive charged particles (ions) are accelerated toward the adjacent electrode by an electric field and interact with the surface (sputtering or etching), while the negatively charged particles (generally electrons and in some cases also negative ions) are confined to the bulk by this field. The advantage of such a symmetric CCRF discharge compared to other plasma discharges (inductively coupled plasmas...
or Hall thrusters) is the simple geometry of the planar two-electrode system. Consequently, most of the power is coupled into the plasma along the axial direction between the electrodes, which is a significant benefit for modeling such as a CCRF discharge (see Sec. II).

B. Background and goal of this work

The optimization of technological processes requires a fundamental knowledge of the electron dynamics in CCRF discharges. This is because the electrons are responsible for the generation of positive ions (ionization), which are accelerated toward a substrate where they interact with the surface materials and for the generation of radicals. In order to ionize the background gas, electrons need a certain energy. Therefore, one of the most fundamental questions in low pressure CCRF discharges is how do the electrons gain and lose their energy? In the last few decades, this issue has been studied and called “electron heating.” However, electron heating and electron power absorption are physically two different mechanisms. Electrons gain and lose their energy in an electric field, which has predominantly only one direction in CCRF discharges (perpendicular to the electrodes). Consequently, an ensemble of electrons with an isotropic velocity distribution function and a corresponding electron temperature, $T_{e,1}$, which passes through an electric field, becomes anisotropic. During this acceleration in the electric field, the electrons gain energy and power absorption occurs due to the anisotropic increase of the velocity. Heating occurs when the anisotropic distribution of the velocity components is redistributed in an isotropic manner by collisions with the neutral gas particles, which is called isotropization. Afterward, the ensemble of electrons undergoes again an isotropic distribution with a new temperature $T_{e,2}$, which is higher than the previous temperature, $T_{e,2} > T_{e,1}$. Finally, the combination of electron power absorption in an electric field and the isotropization due to collisions is termed electron heating and is illustrated in Fig. 2. In the last few decades, two different types of electron heating mechanisms have been introduced. The first one is the collisional type of heating, which is traditionally modeled as “Ohmic heating.” However, in low pressure CCRF discharges, the collision probability is low and electrons traverse through the discharge without any collisions for a certain period. This means that isotropization is severely restricted. Godyak and co-workers showed that an additional “collisionless heating” mechanism occurs at low pressures, which is named “stochastic heating.” It is based on a time and space varying electric field, which in CCRF discharges is mainly related to the rf oscillating boundary plasma sheaths. The concept of this “heating” mechanism is illustrated in Fig. 3. The initial situation is that an electron with an individual energy $\varepsilon$ penetrates into the plasma sheath. Due to the electric field that points toward the electrode, the electron will be reflected and will leave the plasma sheath with the same energy $\varepsilon$ if the plasma sheath does not move (scenario A in Fig. 3). However, the plasma sheath region expands and collapses during a radio frequency cycle. Consequently, the electron is accelerated (scenario B, expanding sheath in Fig. 3) or decelerated (scenario C, collapsing sheath in Fig. 3) during the interaction with the moving plasma sheath.

The concept of this collisionless electron-field interaction is based on the “hard wall” model, which, in turn, is related to...

---

FIG. 2. A sketch of the concept of electron heating. The blue circle represents the ensemble of electrons and the gray circles represent the neutral background particles. First, the ensemble of electrons obeys an isotropic velocity distribution with a temperature of $T_{e,1}$. Second, the velocity distribution function becomes anisotropic due to an acceleration in an electric field along one particular direction. Third, the electron energy is redistributed to other directions by collisions, i.e., the anisotropy is reduced, and the ensemble of electrons again becomes isotropic but with a higher temperature ($T_{e,2} > T_{e,1}$). "Fermi acceleration." Fundamentally, collisionless or stochastic heating is only an acceleration process in which the time-varying electric field dissipates power to/from the electrons, but collisions are still necessary in order to isotropize the electron distribution.

---

FIG. 3. A sketch of the concept of collisionless electron power absorption. Top: The initial situation, when an electron penetrates into a plasma sheath. Bottom: Three different scenarios. Scenario A: The plasma sheath does not move and the electron is reflected with the same energy. Scenario B: The plasma sheath expands and the electron is reflected with a higher energy. Scenario C: The plasma sheath collapses and the electron is reflected with less energy.
However, over the last few decades, the term “heating” has become established, and several fundamental studies based on theoretical, computational, and experimental work have given many novel insights into the electron dynamics at low pressures. Most of these studies have used different terms such as collisionless, noncollisional, anomalous, stochastic, transit time, or sheath heating in order to describe the collisionless power dissipation to/from electrons, which, finally, all describe the same mechanism, the electron interaction with a space and time varying electric field. In addition to these pioneering works, further electron heating terminologies have been introduced and deeper understanding was conveyed; “nonlinear electron resonance heating” (NERH), which is based on the excitation of the plasma series resonance (PSR), pressure heating, ambipolar heating, Bounce-Resonance-Heating (BRH), heating due to ion and electron induced secondary electrons, and nonlinear wave–particle heating. Besides these mechanisms in single-frequency rf discharges, electron heating in dual-frequency discharges has also been addressed. In conclusion, there is a long list of various papers that aim to understand the complex electron heating at low pressure. Most of them only use a different terminology but frequently explain similar heating characteristics. However, what makes the electron dynamics in low pressure CCRF discharges so complicated in detail? The main reason is that the electron mean free path, $\lambda_{\text{me}}$, is comparable or larger than the characteristic length of a local electric field. Electrons can traverse through regions with different local electric fields between collisions, and, consequently, their local velocity and energy distribution are no longer determined by the local and instantaneous field alone but by the distribution of the electric field at different locations and times. This so-called “nonlocal” regime strongly influences the electron current density as well as the electron distribution function at an individual position and time, e.g., the electron velocity distribution function (EVDF) changes from an isotropic to an anisotropic distribution. In particular, during the phase of plasma sheath expansion, anisotropic EVDFs have been observed, which are related to the formation of energetic electron beams generated during sheath expansion. Experimental studies based on phase resolved optical emission spectroscopy as well as simulation results have shown that these energetic electron beams are essential for the ionization process. Finally, the dynamics of these energetic electron beams, which are present only a small fraction of all electrons, dominate the ionization in the discharge at low pressure and have to be studied in detail to control and optimize the plasma process. This tutorial does not intend to give an overview of the diversity of electron heating mechanisms but instead provide the reader a basic strategy on how to study the dynamics of electrons in low pressure CCRF discharges using a self-consistent particle-in-cell/Monte Carlo collisions (PIC/MCC) simulation method. The spatial and temporal dynamics of the fundamental plasma parameters, such as densities, electric fields, currents, and temperatures, are investigated by adopting a step-by-step approach. Animations available as a supplementary material shall be used to show how these parameters are connected to each others in order to understand their physical interplay. Some plasma parameters additionally show hidden dynamics that are often overlooked, and it will be illustrated where and when these are to be found. The presented diagnostic method is suitable for all CCRF discharges, which can be investigated by means of 1d3v PIC/MCC simulations. In this work, a universal electropositive CCRF discharge scenario is depicted, which includes most of the features of electron dynamics in the low pressure regime ($0.01 < p < 10$ Pa).

Based on this universal case, the following fundamental questions are addressed in this tutorial:

- How is the electric field distributed over space and time and how does it influence the electrons?
- How is current continuity ensured during the whole rf cycle?
- How does the electron energy distribution look like and which electrons are important to sustain the discharge via ionization?
- How is the electron temperature defined in such a low pressure regime and what is the difference between heating and dissipation?
- How do the collisional and collisionless electron power gain and loss dynamics really work?

This tutorial is structured in the following way: Sec. II introduces the modeling and the simulation of a capacitively coupled plasma. In Sec. III, spatiotemporal diagnostic methods illustrate the interplay between different plasma parameters in five subsections: In Subsection III A, the interplay between the plasma density and the electric field is presented. Subsection III B deals with different current densities with respect to current conservation. The dynamics of slow and fast electrons and the ionization and excitation rate are discussed in Subsection III C. The spatiotemporal dynamics of the electron temperature and the electron power absorption are illustrated in Subsection III D. Subsection III E introduces a concept how to distinguish between different electron power absorption mechanisms. Finally, in Sec. IV, conclusions are drawn.

II. MODELING AND SIMULATION

A. Modeling of low pressure CCRF discharges

In order to model CCRF discharges efficiently, some general deliberations are of use as to which physical effects must be taken into account and which simplifications can be adopted. Order-of-magnitude considerations show that, to a large extent, classical mechanics prevails. Relativistic effects can be ignored, even for the light electrons, since their kinetic energies are typically $1$–$1000$ eV (and even under extreme conditions smaller than $10$ keV), which is small compared to the rest energy $m_ec^2 = 511$ keV. To clarify the role of quantum mechanics, consider the separation between the atomic scales $a$ (typical molecule diameter) and $\lambda_{\text{AB}}$ (de Broglie wavelength), both below $10^{-9}$ m, and the average interparticle distances that are $l_e = n^{-1/3} \approx 10^{-7}$ m for the neutrals and $l_i = n_i^{-1/3} \approx 10^{-5}$ m for the charges. The relation $a \ll l_e$ ensures that the neutrals and the ions behave like ideal classical gases, and the relation $\lambda_{\text{AB}} \ll l_e$ ensures the same for the electrons. When particles get closer than $a$ or $\lambda_{\text{AB}}$, quantum mechanics does play a role, but these events—seen as “collisions”—are isolated and do not contribute to the internal energy. This tutorial will concentrate on the dynamics of the charged particles, electrons and ions, with a focus on the former. The neutrals, in contrast, will be treated as a homogeneous background, which only provides collision partners.
Effects such as gas heating and gas depletion\cite{127,128,129,130} or generation of fast neutrals\cite{131,132,133} are thus neglected.

The charges are described by two complementary concepts, one is the ensembles of classical particles that obey Newton’s equations of motion. A species index $s$ is introduced, which here runs over $e$ (electrons) and $i$ (ions), and a particle index $k$ that runs from 1 to $N_s$, the number of particles of species $s$. The ensemble model formulates a set of differential equations for the particle positions $\vec{r}$ and velocities $\vec{v}$, with “collisions” being a reminder of the interaction terms that must be discussed separately,

$$\frac{d\vec{r}_k}{dt} = \vec{v}_k,$$  \hspace{1cm} \text{(2)}

$$\frac{d\vec{v}_k}{dt} = \frac{q_s}{m_s} \vec{E}(\vec{r}_s, t) + \text{"collisions."} \hspace{1cm} \text{(3)}$$

Here, $\vec{E}$ is the electric field, $q_s$ the charge, and $m_s$ the mass of species $s$. Often, no external magnetic field is applied in CCRF discharges, and electromagnetic effects\cite{134,135,136} such as the skin effect, play only a role in specific situations, depending on the reactor size, the plasma density, and the driving frequency. Therefore, in this work, the magnetic field is neglected. In addition to the equations of motion, the particle–field interaction is often based on Maxwell’s equations in an electrostatic approximation,

$$-\nabla^2 \Phi = \rho/\varepsilon_0. \hspace{1cm} \text{(4)}$$

Here, $\Phi = \Phi(\vec{r}, t)$ is the electrostatic potential, $\varepsilon_0$ is the vacuum permittivity, and $\rho = \rho(\vec{r}, t) = e(n_e(\vec{r}, t) - n_i(\vec{r}, t))$ is the charge density assuming singly ionized gas atoms (molecules) and only positive ions, with $e$ being the elementary charge. The gradient of the potential determines the electric field, $\vec{E} = -\nabla \Phi$. However, in addition to the field–particle interaction, the particle–particle interaction is a very fundamental process that leads to ionization, excitation, and momentum transfer between the particles. Plasma physics theory makes use of the concept of particle collisions, where energy dependent cross sections, $\sigma(e)$, are applied to treat the particle–particle interaction. These cross sections are available on different databases\cite{137,138,139} e.g., LxCat.

The other fundamental description of charged particle species is based on the distribution function, $f = f(\vec{r}, \vec{v}, t)$. With respect to the dynamics of the particle–field and particle–particle interaction, the full evolution of the distribution function is described by the Boltzmann equation (BE)\cite{132,133,142}

$$\frac{\partial f}{\partial t} + \vec{v} \cdot \nabla f + \frac{q_s}{m_s} \vec{E} \cdot \nabla f = \frac{\partial f}{\partial t} + \frac{\partial f}{\partial \vec{v}}.$$  \hspace{1cm} \text{(5)}$$

Here, $\frac{\partial f}{\partial t}$ represents the temporal change of the distribution function due to collisions and $\nabla f$ and $\nabla \vec{v}$ are the gradients in the velocity and real space, respectively. This integro-differential equation is the fundamental one of almost every theoretical and simulation work, in order to solve for the distribution function and, consequently, for the full dynamics of charged particles. However, solving this equation is quite challenging, and most of the studies are based on approximations\cite{143,144,145,146,147,148,149} such as the two term approximation. In order to reduce the complexity of the BE, the moments of the Boltzmann equation\cite{150,151,152,153} are introduced, which lead to the macroscopic conservation (fluid) equations\cite{127}. These equations are useful to investigate the spatial and temporal dynamics of the charged particles by introducing macroscopic parameters\cite{152,153} such as the particle density, the particle flux, the pressure, and the energy density. In general, these quantities are obtained from the velocity moments of the distribution function.

In this tutorial, the macroscopic quantities and equations are derived based on the symmetry properties of the CCRF discharge. As mentioned before, the electrodes are assumed to be planar and symmetric. In addition, the size of the electrodes is considered to be infinite, and, consequently, the system becomes axially symmetric (here, along the $x$-axis, which is perpendicular to the electrodes) and translational invariant in the $y$- and $z$-direction. Thus, the dimension of the distribution function is reduced,

$$f(x, y, z, v_x, v_y, v_z, t) \rightarrow f(x, v_y, v_z, t), \hspace{1cm} \text{(6)}$$

with $x$ being the remaining spatial dimension, which is parallel to the axis of the system, $v_y = v_x$ being the velocity parallel to the axis, and $v_z$ being the perpendicular velocity. The zeroth velocity moment of the distribution function, $f(x, v_y, v_z, t)$, is

$$n = \int f \, dv.$$  \hspace{1cm} \text{(7)}$$

Here, $n = n(x, t)$ is the particle density. The differential, $d^3v = 2\pi v_y \, dv_y \, dv_z$, can be written in cylindrical coordinates due to the symmetry properties for this specific case. Next, the first moment is introduced,

$$\Gamma = nu = \int v_f \, d^3v,$$  \hspace{1cm} \text{(8)}$$

where $\Gamma = \Gamma(x, t) = nu$ is the particle flux density and $u = u(x, t)$ is the particle mean velocity. Both the particle flux density as well as the mean velocity only have a parallel component. The perpendicular component is zero due to symmetry reasons. The second moment is divided into a parallel and a perpendicular component,

$$P_{||} = m u^2 + p_{||} = \int m v^2 f \, d^3v,$$  \hspace{1cm} \text{(9)}

$$P_{\perp} = p_{\perp} = \frac{1}{2} \int m v^2 f \, d^3v.$$  \hspace{1cm} \text{(10)}$$

$P_{||} = P_{||}(x, t)$ and $P_{\perp} = P_{\perp}(x, t)$ are the parallel and perpendicular pressure in the co-moving frame, respectively. Here, $p_{||} = p_{||}(x, t)$ and $p_{\perp} = p_{\perp}(x, t)$ are the parallel and perpendicular pressure, respectively,

$$p_{||} = mn \left( \langle v^2_{||} \rangle - u^2 \right).$$  \hspace{1cm} \text{(11)}$$
\[ P_\perp = \frac{1}{2} m n \langle v_\perp^2 \rangle. \]  

(12)

The angle brackets \( \langle \rangle \) mean averaging over all particles. At this point, the hierarchy of the velocity moments is usually cut off, and the individual macroscopic conservation (fluid) equations are introduced. The particle conservation equation is obtained by integrating the BE over all velocities,

\[ \frac{\partial}{\partial t} n + \frac{\partial}{\partial x} \Gamma = G - L. \]  

(13)

Here, \( G = G(x, t) \) is the particle source term and \( L = L(x, t) \) is the particle loss term. Multiplying the BE by \( v_i m \) and integrating over all velocities results in the momentum conservation,

\[ m \frac{\partial}{\partial t} \Gamma_i + \frac{\partial}{\partial x} P_{\parallel i} = qnE - \Pi_i. \]  

(14)

Here, \( \Pi_i = \Pi_i(x, t) \) is the change in momentum due to collisions. Multiplying the BE by \( \left( \frac{1}{2} m v_i^2 + \frac{1}{2} m v_\perp^2 \right) \) and integrating again over all velocities, the contracted energy conservation equation is obtained,

\[ \frac{\partial}{\partial t} w + \frac{\partial}{\partial x} Q = q\varepsilon - \varepsilon_c. \]  

(15)

Here, \( w = w(x, t) = \frac{1}{2} (P_i^2 + 2P_{\perp}) \) is the total energy density, \( Q \) is the energy flux, and \( \varepsilon_c = \varepsilon_c(x, t) \) is the energy loss due to collisions. The conservation equations (13)–(15) describe the complete particle dynamics without any approximations. However, in every equation, a new quantity arises (\( \Gamma, P_{\parallel}, P_{\perp}, Q \)), which leads to an infinite hierarchy of differential equations. In particular, fluid simulations truncate this hierarchy of equations and make use of an approximation; e.g., the drift-diffusion approximation with the assumption of an isotropic pressure and inertia terms are neglected. Fluid simulations clearly show their potential at high pressures and complex chemistry (a huge amount of different species). However, in low pressure CCRF discharges, kinetic dynamics, such as nonlocal and nonlinear effects, play a very important role, and any approximation causes substantial errors, especially regarding a correct description of the electron dynamics. Therefore, the distribution function has to be obtained. This is only possible by using spatially resolved particle simulation methods, which are usually based on the Monte Carlo method.\textsuperscript{160–167}

**B. Particle-in-cell/Monte Carlo collision simulation**

The most commonly used particle simulation method for CCRF discharges is the particle-in-cell/Monte Carlo collision (PIC/MCC) method.\textsuperscript{168–173} This simulation technique resolves the distribution function dynamics, which is analogous to solving the BE. Therefore, the full particle dynamics (including nonlocal and nonlinear dynamics) can be studied with respect to the particle–particle as well as the particle–field interaction. In order to resolve the temporal dynamics of the distribution function, a time step \( \Delta t \) is introduced, and a time discretization is applied for Eqs. (2)–(4).

The concept of the PIC/MCC method is based on three general approaches: the first approach is the implementation of a numerical grid, with the size of a grid cell \( \Delta x \). The equations of motion (2) and (3) as well as Poisson’s equation (4) are solved on this grid to obtain the spatial information. This avoids including the particle–field interaction of individually charged particle pairs, such as Coulomb (electron–electron) collisions.\textsuperscript{174,175} The second approach is the introduction of “super-particles” in order to reduce the computational effort drastically. Instead of solving the trajectory for \( N_{\text{real}} \) realistic particles, a computational weight, \( w_p \), assigns several real particles to a single super-particle, i.e., the number of superparticles, \( N_{\text{sp}} \), relates to the number of realistic particles as \( N_{\text{real}} = w_p \cdot N_{\text{sp}} \). The third idea is related to the question of how to handle particle–particle interactions with respect to collisions. For this concept, the null-collision scheme\textsuperscript{176,177} is used in this PIC/MCC simulation. This scheme calculates the probability, \( P_{\text{col}} \), of a collision between charged particles and the background gas. In this work, the Phelps argon cross sections\textsuperscript{131,178} are taken into account, which are well established and frequently used in simulation work.\textsuperscript{13,20,71,76,80–82}

**Figures 4 and 5** show the cross sections for electron–argon neutral and ion–argon neutral collisions, respectively. Three electron-neutral collisions (elastic, excitation, and ionization scattering) and two ion-neutral collisions (isotopic and backward scattering in the center-of-mass coordinate frame) are considered. The introduction of these general approaches leads to constraints with respect to physical and numerical parameters,\textsuperscript{173}

- the Debye length, \( \lambda_D = \sqrt{\frac{\varepsilon e^4}{\varepsilon_0 me^2}} \) must be resolved by the size of a grid cell; \( \lambda_D \geq 2\Delta x \),
- the time step has to resolve the electron plasma frequency, \( \omega_{pe} = \sqrt{\frac{n_0 e^2}{\varepsilon_0 m_e}} \) by the following condition: \( \omega_{pe}\Delta t \leq 0.2 \),
- the Courant condition has to be fulfilled: \( v_{\text{max}}^\perp \Delta t \leq \Delta x \), with \( v_{\text{max}}^\perp \) being the maximum velocity of a charged particle.

**FIG. 4.** The cross sections for electron–argon neutral collisions as a function of the electron energy. \( \varepsilon \): elastic collision (blue line), \( \sigma_{el} \); excitation (red line), \( \sigma_{exc} \); ionization (green line), \( \sigma_{ion} \); and the total cross section (black dashed line), \( \sigma_{tot} \). Cross sections are taken from the Phelps database.\textsuperscript{141}
a sufficient number of super-particles must be present within one grid cell, and the number of super-particles within a Debye sphere should be reasonably high ($N_D \gg 1^{79,180}$), and

- the probability of more than one collision of the same particle per time step should be small $v_{ei} \Delta t \ll 1$, where $v_{ei}$ is the collision frequency for electrons and ions, respectively.

As long as these stability and accuracy conditions are fulfilled, PIC/MCC simulations yield the distribution function self-consistently, and the electron and ion dynamics are treated kinetically. Additionally, the moments of the Boltzmann equations (13)–(15) can be calculated from the simulation without any approximation. This makes PIC/MCC simulations a powerful tool, which is used in this work to illustrate the intricacy of electron dynamics in low pressure CCRF discharges.

C. Simulation setup

Starting from the reactor shown in Fig. 1, first, the spatial dimensions are reduced from 3D to 1D. The one dimension, henceforth the $x$-coordinate, is perpendicular to the electrode surfaces (see Fig. 6). The particles move in a 3D velocity space with a cylindrical symmetry. This dimensional reduction leads to the abbreviation "1d3v PIC/MCC" simulation. As an exemplary scenario, the electrode gap size is set as $L_{gap} = 50$ mm and the electrodes are assumed to be infinite, planar, and parallel. The electrode at $x = 50$ mm is grounded, and the electrode at $x = 0$ is connected to a voltage source that provides the following waveform:

$$V_0(t) = V_0 \sin(2 \pi f_{rf} t).$$

Here, $V_0 = 500$ V is the voltage amplitude and $f_{rf} = 13.56$ MHz is the applied driving frequency. This voltage source represents the rf-generator. Since the discharge is considered to be symmetric, the blocking capacitor can be omitted in the simulation because no DC self-bias is generated.

The background gas is argon with a temperature of $T_e = 300$ K and a pressure of $p = 3$ Pa. In this work, no realistic plasma-surface models are included. The emission of secondary electrons ($\gamma = 0$, $\delta = 0$) as well as the reflection (electron sticking $s = 1$) of particles at the electrodes are neglected in order to simplify the discussion of the electron dynamics. We would, however, like to point out that such realistic plasma-surface models exist and have recently been included in PIC/MCC simulations of CCRF discharges by considering material specific and energy dependent secondary electron emission coefficients due to ion, fast neutral, and electron impact at boundary surfaces. Energy and material specific electron reflection probabilities have been included as well.54,104 The number of time steps per rf cycle is $N_{tspc} = 4000$, and the number of grid cells is $N_{cells} = 1000$ in order to fulfill the stability conditions. For reliable results, the number of super-particles for each species is in the range of $N_{sp} = 300\,000$, and the acquired data are averaged over 100 000 cycles after the convergence is achieved. The 1d3v electrostatic PIC/MCC code has been benchmarked against other implementations.51

III. RESULTS: ELECTRON DYNAMICS

In this section, the fundamental electron dynamics of a CCRF plasma at low pressure are discussed. PIC/MCC simulations of the specific discharge conditions, outlined in Table I, yield very universal features, which frequently occur in low pressure CCRF discharges.

First, basic plasma parameters, such as the plasma density, charge density, potential, and electric field, are discussed with respect to the temporal dynamics of the applied voltage in Subsection III A. In Subsection III B, the different current densities (electron, ion, displacement, and total current) are investigated with respect to current conservation. Subsection III C examines the energy distribution of electrons and demonstrates the critical approach of the thermodynamic concept of the electron temperature based on a Maxwellian distribution. Additionally, the motivation is to separate the electrons into two groups with different energies [slow ($\varepsilon < 15$ eV) and fast ($\varepsilon > 15$ eV) electrons]. Based on this idea, the correlation between fast electrons (electron beams)
and the excitation as well as ionization processes is shown. In Subsection III D, a distinction is made for the terminology “electron heating” and “electron power absorption.” In this regard, the concept and the kinetic origin of the electron temperature are presented based on the parallel and perpendicular pressure. Finally, in Subsection III E, a diagnostic method based on the momentum balance equation (14) is introduced in order to clarify how electrons gain and lose their energy in CCRF discharges at low pressure. It is important to note that most of the following figures are temporal snapshots of animations, which can be watched by using the link below the figures. On the left side of these figures, spatiotemporal results of various plasma parameters are shown as a function of time over one rf cycle and as a function of the position between the electrodes. However, the resulting contour plots are frequently difficult to study, e.g. due to hidden features caused by the high range of the color map. Therefore, a temporal snapshot of the respective parameter as a function of the position is shown on the right side, which evolves as a function of time in the animation.

A. Basic plasma parameters

1. Plasma sheath and bulk

Starting with a thought experiment that does not take power coupling from the imposed electric field to the charged particles into account, three essential regions arise in a plasma, which is confined by two electrodes: the bulk and two sheath regions near each electrode (see Fig. 1). The reason for this is the difference between the thermal velocity of the electrons ($\sqrt{T_e/m_e}$) and the ions ($\sqrt{T_i/m_i}$). Due to the fact that electrons are much lighter than ions ($m_e \ll m_i$) and, with respect to the field of low temperature plasmas, the electron temperature is much higher than the ion temperature ($T_e \gg T_i$), electrons move faster to both electrodes and are quickly lost at the electrodes. Because of the resulting charge difference, a positive potential with respect to the electrode potentials is formed in the quasi-neutral plasma bulk. Consequently, an electric field is generated, which points toward the adjacent electrode and confines the electrons in the discharge. The slow ions are accelerated to the electrodes, and a plasma sheath is formed near both electrodes. If the power coupling into the discharge is not considered.

2. Power coupling into the plasma

In a capacitively coupled discharge, the radio frequency power is adjusted at the rf-generator and is coupled via a matchbox into the plasma (see Fig. 1). If the matching network operates correctly, the voltage at the powered electrode is almost perfectly sinusoidal. CCRF discharges are voltage driven systems; consequently, the rf current $I_{rf}(t)$ is self-adjusted and can be considered as an output signal of the plasma system. In a voltage driven system, higher harmonics in the rf current can be generated. Previous work has shown that using a sinusoidal current as an input signal is a critical approach because these harmonics cannot exist if the current is forced to be sinusoidal. Based on these global input and output parameters, the question arises as to how does the interplay work between the very fundamental plasma parameters, such as the electron and ion density, $n_e(x, t)$ and $n_i(x, t)$; the charge density, $\rho(x, t)$; the potential, $\Phi(x, t)$; and the electric field, $E(x, t)$? The spatial and temporal distributions of these fundamental parameters are particularly important in order to understand the physics of the discharge on a nanosecond timescale.

3. RF voltage and current at the driven electrode

Figure 7(a) (Multimedia view) shows the rf voltage (blue line), $V_{rf}(t)$, and the rf current density (red line), $j_{rf}(t)$, at the powered electrode, $x = 0$ mm, as a function of time for one rf cycle ($T_{rf} = 1/f_{rf}$). These parameters can be easily measured in an experiment via current and voltage probes. The sinusoidal voltage is an input of the PIC/MCC simulation [Eq. (16)]. The rf current density at the electrode is the output of the CCRF system and exhibits a nearly sinusoidal waveform at the given conditions. In experimental systems, the measured parameter is a current, $I_d = j_{rf} A$. However, in 1D PIC/MCC simulations, both electrode surfaces, $A$, are assumed to be infinite; therefore, only a current density makes sense to be discussed. In such a low pressure regime, the impedance of the discharge approximates that of a capacitor. The consequence of this is that the rf current leads the rf voltage with a phase shift of $\phi \approx 88^\circ$. A phase shift of $90^\circ$ would represent a purely capacitive impedance, which means no power is dissipated into the discharge, and, consequently, the plasma would decay. Therefore, the $\approx 2^\circ$ difference from $90^\circ$ is essential in order to put sufficient energy into the electrons to undergo collisions, such as ionization.

4. Interplay of the plasma parameters

The interplay of these fundamental plasma parameters is based on the nature of Maxwell’s equations in an electrostatic approximation [Eq. (4)]. The difference of the ion, $n_i = n_i(x, t)$, and electron, $n_e = n_e(x, t)$ [Fig. 7(b) (Multimedia view)], densities creates a charge density $\rho = e(n_i - n_e)$. (17)

The potential, $\Phi = \Phi(x, t)$, [Figs. 7(e) and 7(f) (Multimedia view)] is calculated according to Poisson’s equation,

$$-\nabla^2 \Phi = \rho/\varepsilon_0. \tag{18}$$
Consequently, the electric field, \( E(x, t) \), [Figs. 7(g) and 7(h) (Multimedia view)] is obtained by

\[
E = -\frac{\partial \Phi}{\partial x}.
\]

5. Spatial distribution

The main features of the spatial distributions occur in three different regions, the plasma sheath at the powered electrode \([0 \text{ mm} < x < s_p(t)]\), the plasma bulk \([s_p(t) < x < s_g(t)]\), and the plasma sheath at the grounded electrode \([s_g(t) < x < 50 \text{ mm}]\), where \(s_p(t)\) and \(s_g(t)\) are the electron sheath edge positions at the powered and grounded electrode, respectively. The sheath width is always represented by the gray areas in the right plots of Fig. 7 (Multimedia view), which is time modulated in the corresponding animation and by the black solid lines in the contour plots on the left side in Fig. 7 (Multimedia view). It is calculated as a function of time (taking as an example the powered electrode situated at \(x = 0\)) according to the following criterion:

\[
\int_{s_p}^{s_g} n_e dx = \int_{s_p}^{s_g} (n_i - n_e) dx.
\]

In the plasma bulk, quasi-neutrality is an adequate approximation \((n_i \approx n_e)\); i.e., the red and blue lines in Fig. 7(b) (Multimedia view) overlap. Therefore, the charge density in Figs. 7(c) and 7(d) (Multimedia view) as well as the electric field in Figs. 7(g) and 7(h) (Multimedia view) in this region are very low, but not zero. The potential in Figs. 7(e) and 7(f) (Multimedia view) shows in this bulk region that a bulk potential, \(\Phi_b(t)\), is self-adjusted during the full rf cycle, which must be always higher than the potential at the electrodes to confine the electrons inside the discharge. The profile of
the density in the plasma bulk is a classical ambipolar diffusion profile,\textsuperscript{1,2} which is maintained by an ionization source.

In contrast to the plasma bulk, both plasma sheaths indicate significant temporal dynamics over the full rf cycle. The animation in Fig. 7(b) shows that only the electron density oscillates during the rf cycle in the plasma sheaths. Ions cannot follow the temporal change of the applied rf voltage due to their inertia; consequently, they only react to the time average of the electric field. Most of the applications of CCRF discharges operate in this radio frequency regime,

\[ \omega_{pl} \ll \omega_{rf} \ll \omega_{pe}. \]  \hfill (21)

Here, \( \omega_{pl} \) is the ion plasma frequency, \( \omega_{pe} \) is the electron plasma frequency, and \( \omega_{rf} = 2\pi f_{rf} \) is the applied radio frequency multiplied by the factor 2\( \pi \) in order to compare these angular frequencies. The strong decay of the density profiles inside the sheath is no longer related to diffusion but based on Boltzmann’s relaxation\textsuperscript{1,2} for the electrons and based on the acceleration along the sheath electric field for the ions.

6. Temporal dynamics

Almost the full rf voltage drops across the plasma sheaths and, thus, the pronounced temporal dynamics happen only in the sheath region. In order to explain the temporal evolution over one rf cycle, four characteristic times \( t_1, t_2, t_3, \) and \( t_4 \) are defined in Table II, which are related to the minima, maxima, and the zero crossing of the rf voltage and current density in Fig. 7(a) (Multimedia view).

At the time, \( t = t_1 = 0 \) ns, the rf voltage is \( V_{rf}(t_1) = 0 \) V and the rf current is very close to a maximum of \( j_{rf}(t_1) \approx 30 \) A/m\(^2\) due to the phase shift of \( \varphi \approx 88^\circ \). Both plasma sheaths indicate the same size, \( s_p(t_1) = L_{gap} - s_e(t_1) \approx 6.5 \) mm. Thus, the voltage drop shows the same magnitude but with opposing directions [see Figs. 7(e) and 7(f) (Multimedia view)]; i.e., the sheath electric field is negative in front of the powered electrode \( x = 0 \) mm, and it is positive in front of the grounded electrode \( x = 50 \) mm [see Figs. 7(g) and 7(h) (Multimedia view)]. Therefore, the net voltage drop across the plasma is zero.

During the time interval \( t_1 < t < t_2 \), the rf voltage increases and the rf current decreases. Consequently, the voltage drop across the sheath at the grounded electrode \( x = 50 \) mm increases, and only the electrons react to this temporal voltage change. At the grounded electrode, the electric field increases and pushes the electrons away from the electrode. This leads to a stronger depletion of electrons near the grounded electrode, and, therefore, the width at the grounded electrode becomes larger and the local charge density increases. These sheath dynamics are part of the so-called sheath expansion phase at the grounded electrode \( (x = 50 \) mm) at \( t = t_2 = 18.9 \) ns. At this time, the maximum applied rf voltage of \( V_{rf}(t_1) = 500 \) V drops almost completely across the sheath at the grounded electrode, and the charge density as well as the electric field reach their local maximum.

At the opposing sheath \( (x = 0 \) mm), the voltage drop decreases and the opposite trend is observed. The sheath width, \( s_p \), decreases because the population of electrons near the powered electrode increases [see Fig. 7(b) (Multimedia view)]. The resulting electric field in this sheath decreases, and it pushes the electrons less efficiently back into the bulk. This temporal phase is called the collapsing sheath phase. At \( t = t_3 = 18.9 \) ns, the sheath at the powered electrode is fully collapsed, and the local potential drop, the electric field, and the charge density reach a minimum. However, the voltage drop in the sheath is not zero; otherwise, too many electrons would leave the discharge. An rf floating potential, \( \Phi_f \approx 10.5 \) V, is self-adjusted in order to control the electron flux, \( \Gamma_{e,p} \), at the powered electrode.

In every CCRF discharge, the flux of electrons \( \Gamma_{e} \) and ions \( \Gamma_{i} \) at either electrode must compensate each other over the full rf period in order to ensure that the plasma does not charge up.

\[ \int_{0}^{T_{rf}} \Gamma_{e}(t)dt = \int_{0}^{T_{rf}} \Gamma_{i}(t)dt. \]  \hfill (22)

Figure 8 shows the time-dependence of the electron and ion fluxes at the powered (solid lines) and grounded (dashed lines) electrode. The ion flux (red lines) is small compared to the electron flux, but it is constant over time because ions see the time-averaged electric field. The electron flux shows a peak at the powered electrode \( (x = 0 \) mm) during the time of the fully collapsed local sheath \( (t \approx t_3 = 18.4 \) ns) and at the grounded electrode \( (x = 50 \) mm) during the time of the fully collapsed local sheath \( (t \approx t_4 = 55.3 \) ns).

**TABLE II.** Four characteristic times that represent the maxima, the minima, and the zero crossing in Fig. 7(a) (Multimedia view).

<table>
<thead>
<tr>
<th>( t_1 ) (ns)</th>
<th>( t/T_{rf} )</th>
<th>( V_{rf}(t) )</th>
<th>( j_{rf}(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>max</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>18.4</td>
<td>1/4</td>
<td>max</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>36.9</td>
<td>1/2</td>
<td>0</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>55.3</td>
<td>3/4</td>
<td>min</td>
</tr>
</tbody>
</table>

**FIG. 8.** The ion (red lines) and the electron flux (blue lines) at the powered (solid lines) and grounded (dashed lines) electrode as a function of time over one rf cycle. Discharge conditions: argon gas, \( p = 3 \) Pa, \( V_e = 500 \) V, \( f_{rf} = 13.56 \) MHz, \( L_{gap} = 50 \) mm.
During the remaining time, the electron flux to the respective electrode is effectively zero.

During the time interval $t_2 < t < t_4$, the phase of sheath expansion takes place at the powered electrode ($x = 0$ mm). The increasing absolute value of the electric field in the sheath pushes the electrons away, which leads again to an electron depletion, and, therefore, the local electron sheath width, $s_p$, increases. At the same time at the opposing electrode ($x = 50$ mm), the collapsing sheath phase occurs, and the decrease of the sheath width, the electric field, and the charge density is illustrated in Fig. 7 (Multimedia view). At $t_3 = 36.9$ ns, one half of the sheath expansion phase at the powered electrode and one half of the sheath collapse phase at the grounded electrode are over, and the rf voltage is again $V_{rf}(t_3) = 0$ V and the rf current has a minimum at $j_{rf}(t_3) \approx -30$ A/m$^2$. This leads to a similar situation compared to the time $t_1$, but the sheath dynamics are mirrored. CCRF discharges with symmetric electrodes exhibit that the sheaths oscillate 180° out of phase at each electrode.

### 7. Ambipolar field

The temporal dynamics inside the plasma sheaths demonstrate that strong electric fields in the range of several kV/m confine the electrons in the plasma discharge. However, due to the pronounced electron depletion inside the plasma sheaths, no electrons overcome the full sheath potential. Only secondary electrons generated at the electrode would obtain the full voltage drop, which are not included in the present simulation case. Consequently, it is important to pay attention to the ambipolar electric field, which is much weaker, but many electrons can traverse through this field and gain or lose energy. The ambipolar electric field is quite difficult to detect in Figs. 7(g) and 7(h) (Multimedia view) due to the wide range of values of the electric field strength ($-100 \leq E \leq 100$ kV/m). The charge density in Fig. 7(c) (Multimedia view) illustrates an accumulation of electrons at $x \approx 9$ mm and $x \approx 41$ mm, which is pronounced during the fully collapsed sheath, i.e., $0 < t < 35$ ns in front of the sheath.

![FIG. 9. This is the same plot as Fig. 7 (Multimedia view), but the x axis is adjusted to focus on the region $0 < x < 14$ mm and the scaling of the density, the charge density, and the electric field are adjusted in order to illustrate the dynamics of the ambipolar field. (a) The rf voltage (blue) and the rf current density (red) at the driven electrode, (b) the electron and ion density profile, (c) and (d) the charge density, (e) and (f) the potential, and (g) and (h) the electric field. The left side presents spatio-temporal results, the solid black lines indicate the electron sheath edges, and the vertical black dashed line represents the time that is related to the temporal snapshot on the right side. The gray areas on the right side indicate the plasma sheaths. The color bars indicate the absolute values. Discharge conditions: argon gas, $p = 3$ Pa, $V_0 = 500$ V, $f_{rf} = 13.56$ MHz, $L_{gap} = 50$ mm. The animation available as a supplementary material shows the full dynamics. Multimedia view: https://doi.org/10.1063/5.0003114.2.](image-url)
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sheath at the powered electrode and $35 < t < 70$ ns in front of the sheath at the grounded electrode. This double layer of positive and negative space charges exists, since electrons move away from the ions ($T_e > T_i$, $m_e < m_i$) in a region of strong density gradients, which is an indication that an electric field arises ($\frac{dE}{dx} \propto \rho 
eq 0$).

Figure 9 (Multimedia view) demonstrates the dynamics of the ambipolar field by zooming into the discharge near the powered electrode ($0 < x < 14$ mm). Additionally, the high electric field strengths are not shown, and the range is set between $-5 < E < 0$ kV/m. The charge density color scale is also adjusted in order to highlight the ambipolar region [green color in Figs. 9(c) and 9(d) (Multimedia view)]. In particular, during the sheath collapse, electrons can react much faster than ions and fill up the depletion zone, which was caused by the fully expanded plasma sheath. However, the ion flux and the electron flux must be coupled locally, and, consequently, an ambipolar field arises in order to draw the electrons back to the ions. This term is derived from the Boltzmann equilibrium\textsuperscript{1,2} under the assumption of a constant electron temperature, and it will play a very important role to understand the complete electron power absorption in Subsection III E.

8. Electron trajectories

Finally, based on the dynamics of the electric field and the densities, electron trajectories are considered in Fig. 10(a) in order to demonstrate the typical behavior of electrons in this regime. The red and the blue dots represent the trajectory of two individual electrons arbitrarily selected in the simulation, respectively. The light red areas represent the plasma sheaths, and the white background illustrates the plasma bulk, which is only shown for orientation. Elastic electron-neutral collisions are depicted by the black circles, and inelastic electron-neutral collisions (excitation and ionization) are depicted by the green circles. Additionally, the corresponding energies of the traced electrons are shown in Fig. 10(b) by the red and blue dashed lines.

In this pressure regime ($p = 3$ Pa), the mean free path of electrons with energies between 10 and 30 eV is $\lambda_m \approx 15$ mm. Scattering events lead to a change in the direction of motion and a redistribution of the velocity components. In the case of an inelastic collision (excitation or ionization), the electron energy changes drastically; e.g., the electron traced by the blue color undergoes an excitation process at $t \approx 39$ ns and loses the energy $E_{exc} \approx 11.5$ eV, and the same electron undergoes an ionization process at $t \approx 60$ ns and loses the energy $E_{ion} \approx 15.76$ eV. In contrast to the energy loss due to collisions, electrons gain energy during the interaction with the expanding sheath phase; e.g., the electron traced by the blue color penetrates into the sheath at $t \approx 28$ ns with an energy of $E \approx 24$ eV and it leaves the sheath with an energy of $E \approx 33$ eV. This “kick” of electrons during the sheath expansion leads to an anisotropic energy transfer in the $x$-direction. These electrons indicate a beam-like behavior before they undergo a collision, and thus, the term electron beam is a proper choice and is used in many studies.\textsuperscript{72,73,124,126} The interaction with the plasma sheath during the collapsing phase leads to an energy loss; e.g., the electron traced by the red color loses...
$\Delta \varepsilon \approx 6 \text{ eV}$ at $t \approx 46 \text{ ns}$. In addition, the ambipolar electric field also contributes to the deceleration and acceleration of electrons in front of the plasma sheath. The electron interaction with the sheath field is traditionally called “collisionless heating,” and it is the dominant mechanism of energy transfer to the electrons. These trajectories are for illustration purposes, and the collective behavior must be taken into account to understand the dynamics.

B. Current densities

1. Current conservation

In order to study the collective behavior of the electrons, the current densities are analyzed. At the beginning of Subsection III A in Fig. 7(a) (Multimedia view), the rf current density at the driven electrode was introduced and will be now considered as the total current density $j_{\text{tot}}(t) = j_{\text{tot}}(x, t)$, which flows through the discharge under consideration of current conservation. The total current density is divided into three different current densities,

$$j_{\text{tot}} = j_i + j_e + j_d.$$  \hfill (24)

Here,

$$j_e = -e \Gamma_e = -e n_e u_e$$  \hfill (25)

and

$$j_i = e \Gamma_i = e n_i u_i$$  \hfill (26)

are the ion $j_i = j_i(x, t)$ and electron $j_e = j_e(x, t)$ current densities. The sum of the ion and electron current densities yields the conduction current density $j_c = j_c(x, t)$;

$$j_d = \varepsilon_0 \frac{\partial E}{\partial t}$$  \hfill (27)

FIG. 11. (a) The ion, (b) electron, (c) displacement, and (d) total current densities. The left side presents spatiotemporal results, the solid black lines indicate the electron sheath edges, and the vertical black dashed line represents the time that is related to the temporal snapshot on the right side in figure (e). The gray areas on the right side indicate the plasma sheaths. The color bars indicate the absolute values. Discharge conditions: argon gas, $p = 3 \text{ Pa}$, $V_0 = 500 \text{ V}$, $f_{\text{rf}} = 13.56 \text{ MHz}$, $L_{\text{gap}} = 50 \text{ mm}$. The animation available as a supplementary material shows the full dynamics. Multimedia view: https://doi.org/10.1063/5.0003114
is the displacement current density, $j_d = j_d(x, t)$. The current conservation for these current densities must be ensured at all times,

$$\frac{\partial j_{\text{tot}}}{\partial x} = \frac{\partial}{\partial x} (j_i + j_e + j_d) = 0. \quad (28)$$

Current conservation is a different form of Kirchhoff’s current law in electrical circuits.

The ion current density is shown in Figs. 11(a) and 11(e) (Multimedia view) by the red solid line. This current density contributes very weakly to the total current density due to the low mean velocity of ions. A slight slope of the ion current density arises from the center to both electrodes due to acceleration by the electric field and the resulting ionization. In contrast, the electron current density [Figs. 11(b) and 11(e), blue solid line (Multimedia view)] dominates in the plasma bulk because of the high electron mean velocity. In the sheath, the electron current density decreases rapidly due to electron depletion. The small slope in the bulk region [see Fig. 11(e), blue solid line (Multimedia view)] correlates with the slope of the ion current density [Fig. 11(e), red solid line (Multimedia view)] in order to fulfill particle flux conservation. The displacement current density [Figs. 11(c) and 11(e), the green solid line (Multimedia view)] indicates the exact opposite trend of the sum of the electron and ion current density, which is physically necessary to ensure current conservation. Therefore, the displacement current density dominates in the sheaths (fast temporal change of the electric field) and is almost zero in the bulk (no significant electric field oscillations). The total current density is presented in Figs. 11(d) and 11(e) (Multimedia view) by the black dashed line. The total current density does not have any spatial modulations in the $x$-direction; consequently, the black dashed line in Fig. 11(e) (Multimedia view) is constant in space due to current conservation. In addition to these general dynamics, electrostatic wave propagations are visible in the electron (blue line) and in the displacement (green line) current density in Fig. 11(e) (Multimedia view), which are pronounced during sheath expansion. These dynamics can hardly be seen in the spatiotemporal

![FIG. 12. Conduction (a) and (b) and displacement (c) and (d) current density during sheath expansion at the powered electrode. The color bars indicate the absolute values. Discharge conditions: argon gas, $p = 3\, \text{Pa}$, $V_0 = 500\, \text{V}$, $f_r = 13.56\, \text{MHz}$, $L_{\text{gap}} = 50\, \text{mm}$. The animation available as a supplementary material shows the full dynamics. Multimedia view: https://doi.org/10.1063/5.0003114.4.](image-url)
plots [Figs. 11(a) and 11(d) (Multimedia view)] due to the color scale. The frequency and the wavelength of the electrostatic waves match the theoretical models\(^1\),\(^4\) (dispersion relation of warm electrostatic waves).

2. Electrostatic waves

In order to investigate the origin of these nonlinear waves, the region of interest is focused on the sheath expansion (20 < \(t < 55\) ns) adjacent to the plasma sheath at the powered electrode (0 < \(x < 15\) mm). The spatiotemporal dynamics of the conduction current density is shown in Fig. 12(a) (Multimedia view) with an adjusted color scale. In Fig. 12(b) (Multimedia view), the spatial dynamics of the conduction current is indicated by the red solid line, and the vertical axis is centered with respect to the total current density (dashed black line). Figures 12(c) and 12(d) (Multimedia view) show the displacement current density. The plots on the right side are snapshots of an animation. The expanding plasma sheath accelerates electrons back into the plasma bulk with higher energies (see the electron trajectory in Fig. 10). Due to the long electron mean free path, the propagation of these beam-like electrons causes a local enhancement of the conduction current density. This local increase (see the blue area in Fig. 12(b) (Multimedia view)) leads to the situation that the conduction current density exceeds the total current density, \(j_\text{c} > j_\text{tot}\). Consequently, the displacement current density [Figs. 11(c) and 11(d), the green solid line (Multimedia view)] has to compensate this local increase and a positive maximum arises. This interplay between the conduction current and the displacement current leads to the generation of electrostatic waves during sheath expansion, which propagate along the electron plasma frequency. This frequency of these waves changes during sheath expansion since the electron plasma density at the electron sheath edge increases, and consequently, the electron plasma frequency becomes higher. Accordingly, electron inertia plays an important role in this nonlinear regime where electrons interact with the plasma sheath. Previous works\(^7\)\(^2\),\(^1\)\(^0\),\(^7\)\(^2\),\(^1\)\(^0\),\(^7\)\(^2\),\(^1\)\(^0\) have studied this wave–particle interaction with respect to a pronounced anisotropic distribution function at the electron sheath edge. The frequency of these waves changes during sheath expansion since the plasma density at the electron sheath edge increases, and consequently, the electron plasma frequency becomes higher. Accordingly, electron inertia plays an important role in this nonlinear regime where electrons interact with the plasma sheath. Previous works\(^7\)\(^2\),\(^1\)\(^0\),\(^7\)\(^2\),\(^1\)\(^0\) have also shown that these waves may contribute significantly to the electron power gain and loss dynamics. However, in the presented case, the amplitude of the waves is very small and they do not significantly influence the total current density; i.e., no harmonics in the rf current are visible in Fig. 7(a) (Multimedia view). Section III E will deal with the impact on the total power absorption.

C. Fast and slow electrons

The rapid sheath expansion accelerates electrons into one direction (here, the \(x\)-direction) and the collective behavior of these electrons changes from isotropic to anisotropic. The electron energy distribution function (EEDF), \(f_{\text{EEDF}}\), in low pressure CCRF discharges typically indicates a non-Maxwellian trend. The integral over all energies of the EEDF yields the electron density,

\[
n_e = \int_0^\infty f_{\text{EEDF}}(\epsilon) d\epsilon.
\]

Additionally, the averaged energy, \(\langle \epsilon \rangle\), of the electrons is obtained by

\[
\langle \epsilon \rangle = \frac{1}{n_e} \int_0^\infty \epsilon f_{\text{EEDF}}(\epsilon) d\epsilon.
\]

Frequently, the electron energy probability function (EEPf), \(f_{\text{EEPf}}\), is introduced,

\[
f_{\text{EEPf}} = \frac{f_{\text{EEDF}}}{\sqrt{\epsilon}}.
\]

The advantage of the EEPf is that a Maxwellian distribution is a straight line in a semilogarithmic plot, such as shown in Fig. 13. This figure shows the EEPf of the discussed base case (red solid line) averaged over the gap distance and one rf cycle. The black dashed line in Fig. 13 indicates a Maxwellian distribution with an electron temperature of \(T_e = 1.9\) eV. This value is calculated from the simulation by using the thermodynamic relation with respect to the averaged energy,

\[
\langle \epsilon \rangle = \frac{3}{2} T_e.
\]

The difference between the solid red and the dashed black line clearly illustrates the critical approach of a thermodynamic relation. Additionally, the EEPf is also a function of time and space, and thus, the difference would be more extreme, especially at the position of the electron sheath edge during sheath expansion.\(^7\)\(^2\) The classical terminology of the electron temperature in combination with a Maxwell distribution might be a good approximation for the low energy electrons, but particularly for the high energy electrons (\(\epsilon > 15\) eV),

![Electron Energy Probability Function](image-url)
strong differences are demonstrated. In Subsection III D, the concept of a kinetic electron temperature will be presented. A general idea of considering any kind of distribution function is to split the electrons into two different energy groups, which are called the following: slow electrons with energies below 15.7 eV, marked by the gray region in Fig. 13, and fast electrons with energies above 15.7 eV, marked by the blue region in Fig. 13. The chosen energy is not related to the trend of the distribution function, but it is the first ionization energy of argon, which is the most important ionization channel to sustain the plasma under the conditions discussed in this tutorial. At higher pressures and/or in magnetized plasmas, other ionization mechanisms such as pooling and stepwise ionization can also play an important role. Based on this idea, the dynamics of these different energy groups as well as the excitation and ionization processes are illustrated in Fig. 14, and the full dynamics are shown in the animation. Figures 14(a) and 14(b) (Multimedia view) indicate the density of slow electrons. No specific dynamics are shown except the electron density modulation in the sheath regions. Particularly, Fig. 14(b) (Multimedia view) shows the same profile and the same magnitudes compared to Fig. 7(b) (Multimedia view) where all electrons are considered. This is because electrons with energies between 0 and 15.7 eV usually represent more than 99% of the population of all electrons in such discharges. Figures 14(c) and 14(d) (Multimedia view) show the dynamics of fast electrons with energies above 15.7 eV, and the density is more than two magnitudes lower compared to the density of slow electrons. However, only these electrons can ionize the background gas and also contribute significantly to the excitation process (threshold for argon excitation is 11.5 eV). Consequently, the ionization rate [see Figs. 14(e) and 14(f) (Multimedia view)] and the excitation rate [see Figs. 14(g) and 14(h) (Multimedia view)] indicate the same dynamics compared to that of the fast electrons. Particularly, the excitation rate can be linked to the optical emission and measured experimentally by phase resolved optical emission spectroscopy, and previous work has shown that the dynamics look similar to simulation results. However, the

![Fig. 14. The density of electrons with energies below 15.7 eV [(a) and (b)] and with energies above 15.7 eV [(c) and (d)], the ionization rate [(e) and (f)], and the excitation rate [(g) and (h)]. The left side presents spatiotemporal results, the solid white lines indicate the electron sheath edges, and the vertical black dashed line represents the time that is related to the temporal snapshot on the right side. The gray areas on the right side indicate the plasma sheaths. The color bars indicate the absolute values. Discharge conditions: argon gas, \( p = 3 \) Pa, \( V_0 = 500 \) V, \( f = 13.56 \) MHz, \( L_{\text{gap}} = 50 \) mm. The animation available as a supplementary material shows the full dynamics. Multimedia view: https://doi.org/10.1063/5.0003114.5](https://doi.org/10.1063/5.0003114.5)
ionization process is more relevant in order to control the plasma with respect to the plasma density. The density of these fast electrons increases substantially during sheath expansion, where electrons are reflected back into the bulk with higher energies due to the strong increase of the electric field in the plasma sheath. Because of the low pressure ($p = 3$ Pa), most of the fast electrons can penetrate a few mm into the plasma bulk without any collisions. In Fig. 10(a), the blue trajectory indicates a typical electron that contributes to the density of fast electrons. Recent work$^{124,125,127-130}$ interprets the emphasized red structure in Figs. 14(c), 14(e), and 14(g) (Multimedia view) during sheath expansion as a beam of energetic electrons. However, this term is sometimes misleading without the correct definition. As mentioned before, during the phase of sheath expansion, electrons are reflected back with higher energies due to an increase of the $v_x$ velocity. Consequently, the collective electron motion becomes more anisotropic, but the magnitude of the perpendicular velocity component is still unchanged after the sheath interaction and before the next collision. Due to the relatively long electron mean free path in this pressure regime, the reflected electrons penetrate into the bulk with a beam-like behavior and they lose this dynamics only after undergoing collisions. Additionally, it is important to note that this beam of electrons is not monoenergetic; instead, it is a distribution of electrons with different energies propagating through the plasma bulk. The dynamics and the distribution of these electron beams strongly depend on the dynamics of the plasma sheath and the electron mean free path, e.g., the velocity of the electron sheath edge during expansion and the electric field strength in the sheath. Different experimental studies as well as simulation work have shown that changing basic discharge parameters, such as the gap size, the driving frequency, and the voltage waveform, provide the opportunity to control the dynamics of these electron beams.$^{124,125,127-130}$

D. Electron temperature

One of the most important questions in technological low pressure radio frequency discharges is how do electrons gain and lose their energy? The traditional terminology of this mechanism is called electron heating; however, this term might be sometimes misleading because the term “heating” originates from the field of thermodynamics and is related to an increase of the temperature. In Subsection III C, the EEPF in Fig. 13 has clearly shown that a unique electron temperature based on a Maxwellian distribution is only a good approximation for the low energetic electrons.

In order to discuss how electrons gain and lose their energy, the term electron power absorption is more appropriate and can be only a good approximation for the low energetic electrons.

$\frac{\partial n_e}{\partial t} + \nabla \cdot (n_e v_e) = \frac{1}{\tau_e} (n_e - n_{e0})$.

The electron power gain and loss in the plasma sheath due to the electric field, and the second peak is generated due to the ambipolar electric field in front of the plasma sheath. At the maximum sheath expansion, these peaks merge together. The different ways of electron power gain and loss are discussed in Subsection III E. This electron power absorption shall now be linked to the electron temperature. A kinetic concept of the electron temperature is introduced based on the parallel and perpendicular pressure, defined in Eqs. (11) and (12). The parallel, $T_{||} = T_1(x, t)$, and perpendicular, $T_{\perp} = T_2(x, t)$, electron temperature are obtained by dividing Eqs. (11) and (12) by the electron density,

$$T_{||} = \frac{1}{2} m_e (v^2_{||}) - \frac{1}{2} v^2_{\perp},$$

$$T_{\perp} = \frac{1}{2} m_e (v^2_{\perp}) - \frac{1}{2} v^2_{||},$$

Figures 15(c) and 15(d) (Multimedia view) present the parallel temperature, and Figs. 15(e) and 15(f) (Multimedia view) show the perpendicular temperature. Figures 15(g) and 15(h) (Multimedia view) display the difference between the parallel and the perpendicular temperature $T_{||} - T_{\perp}$. If the difference is zero, the temperature elements are equal and the electron distribution is isotropic at this position and time. In the center of the discharge ($x = 25$ mm), the parallel and perpendicular temperature are approximately equal ($T_{||} \approx T_{\perp} \approx 1.9$ eV) during the full rf cycle. This value is in good agreement with the temperature calculated by the thermodynamic relation [Eq. (32)], which was discussed in Sec. III C. This is because most of the energetic beam electrons that are responsible for the anisotropy do not reach the center of the discharge without any collisions. However, the anisotropy of the temperature, i.e., the strong difference in $T_{||} - T_{\perp}$ [see Figs. 15(g) and 15(h) (Multimedia view)], increases from the center of the discharge to the electrodes. It is important to note that in the plasma sheath, the depicted temperatures show a lot of noise. This is due to electron depletion inside the plasma sheath, and therefore, the results of the temperature very close to the electrode are imprecise. The most significant difference between the parallel and the perpendicular temperature is found during sheath expansion, e.g., $t \approx 30$ ns and $x \approx 8$ mm, where most of the energetic beam electrons are generated. During this phase, the parallel temperature reaches a maximum of $T_{||} \approx 4$ eV. On the other hand, during the collapsing sheath phase, a minimum of $T_{||} \approx 1.7$ eV arises due to deceleration of electrons. Normally, the parallel electric field would only affect the parallel temperature $T_{||}$; however, due to collision events, the perpendicular temperature, $T_{\perp}$, is also influenced near the plasma sheath. Consequently, the perpendicular temperature, $T_{\perp}$, temporally lags behind the parallel temperature $T_{||}$. This means that electrons gain energy during sheath expansion, but they need a certain time to redistribute the energy into the perpendicular components. This concept is a more reasonable method to calculate the electron temperature compared to the thermodynamic relation because the anisotropy (disparity between the parallel and perpendicular temperature) as well as the spatiotemporal dynamics are reflected well. The dynamics of the electron power density and the electron temperature show a similar trend; however, differences are present...
The electron power absorption shows how electrons gain and lose their energy according to the interaction with the electric fields, which will be clarified in detail in Subsection III E. The parallel and perpendicular temperature are energy reservoirs and store the energy. Therefore, these two terms contribute to the electron energy density, \( w \), which occurs in the energy balance equation (38),

\[
  w = \frac{1}{2} n_e (m_e u_e^2 + T_{\parallel} + 2T_{\perp}).
\]

(E. Mechanisms of electron power absorption)

In Subsection III D, the electron power absorption was introduced, and the differences of the kinetic electron temperature components were illustrated. The electron power absorption clearly shows when and where electrons gain and lose their energy. During the past few decades, several concepts of electron power absorption (“electron heating”) in CCRF discharges have been introduced as well as different modes of discharge operations. In this subsection, a consistent and complete description of the electron power absorption is presented by analyzing the moments of the Boltzmann equation with respect to the parallel direction, \( x \).

In Sec. II, moments of the Boltzmann equations were introduced. Every individual term of the resulting conservation equations (13)–(15) can be computed by the PIC/MCC simulation. In order to study the electron power absorption in detail, the momentum balance Eq. (14) can be rearranged by solving it for the electric field,

\[
  E = -\frac{m_e}{n_e} \left( \frac{\partial (u_e n_e)}{\partial t} + \frac{\partial (n_e u_e^2)}{\partial x} \right) - \frac{1}{e_{in}} \frac{\partial P_{\parallel}}{\partial x} - \frac{1}{e_{in}} \frac{\Pi_e}{P_{\max}}.
\]
On the right hand side, three different electric field terms are introduced: the electric field based on inertial effects, $E_{\text{in}}$; the electric field related to the pressure gradient, $E_{\text{pr}}$; and the electric field due to collisions, also called the Ohmic field, $E_{\text{Ohm}}$. Multiplying Eq. (37) by the electron current density, $j_e$, an equation for the electron power absorption, $P_e(x, t)$, is obtained,

$$j_e E_{\text{in}} = j_e E_{\text{pr}} + j_e E_{\text{Ohm}}.$$

(38)

This concept has been introduced in previous works.\textsuperscript{75,76,185,189} Figure 16 (Multimedia view) presents the dynamics of the total electron power density, $P_e$ [Figs. 16(a) and 16(e), black dashed line]; the power density due to inertial effects, $P_{\text{in}}$ [Figs. 16(b) and 16(e), green solid line]; the power density due to pressure effects, $P_{\text{pr}}$ [Figs. 16(c) and 16(e), red solid line]; and the Ohmic electron power density, $P_{\text{Ohm}}$ [Figs. 16(d) and 16(e), blue solid line]. Next, the individual terms are explained, and their impact on the total power electron density is analyzed.

1. **Inertia power absorption**

The first term is the electron power absorption due to electron inertia, $P_{\text{in}}(x, t)$, and it is assigned to a collisionless phenomenon. The first part of this term is proportional to the time derivative of the electron flux density, $\frac{d\Gamma_e}{dt}$, and the second part is proportional to the gradient of the product of the electron flux times the electron mean velocity, $\frac{\partial}{\partial x} (\Gamma_e u_e)$. The dynamics of the electron flux were discussed in subsection III B with respect to the electron current density ($j_e = -e\Gamma_e$). The temporal and spatial dynamics in Fig. 11(e) (Multimedia view) explain the behavior of the inertial term, $P_{\text{in}}$. The electrostatic waves, which were observed in the electron and...
displacement current density in the plasma bulk, are also visible in the electron power density in Fig. 16(b) (Multimedia view) (a fine pattern with a slope). In addition to these waves, very weak plasma oscillations are also present. Both the wave propagation as well as the plasma oscillations lead to temporal change of the local electron flux. According to Eqs. (37) and (38), this temporal change leads to a contribution to the electron power absorption based on inertial effects, since oscillations as well as waves have their origin in the electron plasma frequency which represents the inertia. The contribution in the plasma bulk to the total electron power density is less than 1 kW/m³, and thus, only a fraction is almost negligible. In addition to the temporal change of the electron flux, significant gradients are also present in the electron current density in Fig. 11(e) (Multimedia view). In particular, at the transition between the plasma bulk and the sheath, the electron current density changes abruptly due to the electron depletion inside the sheath. Therefore, an electron power gain region occurs [a dark red structure in Fig. 16(b) (Multimedia view)] close to the electron sheath edge during the collapsing and expanding phase of the electron sheath edge. During the full sheath collapse, a negative electron power density occurs. These power gain and loss dynamics reach values up to ± 4 W/m³, which is still low compared to the total electron power density. The spatially and temporally averaged power density is \( (P_{\text{el}})_{\text{av}} \approx 0.75 \text{ W/m}^3 \). In comparison with the total electron power density, \( (P_{\text{el}})_{\text{av}} \approx 1275 \text{ W/m}^3 \), it is only 0.1%. Finally, for this particular case, \( P_{\text{in}} \) does not play an important role, since the waves and oscillations are only weakly excited. Nevertheless, this contribution may become important in a regime where the excitation of the plasma series resonance as well as plasma waves plays a more relevant role.

2. Pressure-induced power absorption

The second term, \( P_{\text{pr}}(x, t) \), in Eq. (38) represents the electron power absorption due to pressure effects and is also a collisionless mechanism. In general, this term is strongly related to the classical concept of “pressure heating,” which was developed by Turner and co-workers.\textsuperscript{90-92} It is more appropriate to divide this term into two parts using the product rule,

\[
P_{\text{pr}} = j_e \left\{ \frac{1}{n_e T_e} \frac{\partial n_e}{\partial X} + \frac{1}{e} \frac{\partial T_e}{\partial X} \right\}
\]

The first term includes an electric field, \( E_{\text{el}} \), which looks very similar compared to the ambipolar electric field, \( E_{\text{amb}} \), which was introduced in Eq. (23) of Subsection III A. The difference is that the ion density is replaced by the electron density, and the electron temperature is a function of space and time. The second term depends on the gradient of the parallel temperature whose dynamics were discussed in Subsection III D in Figs. 15(c) and 15(d) (Multimedia view). The values in Fig. 16(c) (Multimedia view) and the red solid line in Fig. 16(e) (Multimedia view) indicate that \( P_{\text{pr}} \) is the dominant power absorption mechanism. The ambipolar electric field makes a significant contribution, and the horizontal ambipolar region in front of the electron sheath edge [see Fig. 9 (Multimedia view)] is well depicted in Fig. 16(c) (Multimedia view). The details of the interplay between the electron density gradient and the gradient of the parallel temperature are not discussed in this work but can be found in previous work.\textsuperscript{185} It is important to note that the electron power gain and loss dynamics of the term \( P_{\text{pr}} \) do not balance; i.e., the absolute value of the negative part [blue color in Fig. 16(c) (Multimedia view)] of \( P_{\text{pr}} \) is significantly smaller than the positive part [red color in Fig. 16(c) (Multimedia view)]. This is because of the temporal asymmetry of the parallel temperature that contributes to the ambipolar field. Figures 15(c) and 15(d) (Multimedia view) indicate that during sheath expansion, the electron temperature increases more drastically compared to the time during sheath collapse. Consequently, the electron power gain due to pressure effects must be higher during sheath expansion. In total, the temporally and spatially averaged value of the electron power absorption due to pressure effects is \( (P_{\text{pr}})_{\text{av}} \approx 807 \text{ W/m}^3 \), which is approximately 63% of the total electron power density.

3. Ohmic power absorption

The last term in Eq. (38) is the electron power absorption due to collisions, \( P_{\text{ohm}} \), henceforth termed Ohmic power absorption. This term is different from the classical definition of “Ohmic heating,”\textsuperscript{1-3} which is calculated by the momentum balance equation, neglecting all spatial derivatives, assuming a harmonic time dependence of the electric field and using a simplified version of the collisional electron momentum loss. In this analysis, the change of momentum due to collisions is computed in the PIC/MCC simulations from the accumulated change of the x components of the velocities of super particles undergoing collisions. A detailed description and calculation of this term can be found in the previous work.\textsuperscript{76}

Figure 17 shows the collisional electron momentum loss. Most of the momentum loss occurs very close to sheath expansion because this is the region of an electron population with a high parallel velocity component (pronounced anisotropy). Consequently, the Ohmic power absorption increases in this region. Figure 16(d) (Multimedia view) and the blue solid line in Fig. 16(e) (Multimedia view) show the dynamics of the Ohmic power absorption and clearly demonstrate a maximum of \( P_{\text{ohm}} \) in front of the electron sheath.

![Figure 17](image-url)
edge. The Ohmic power absorption is always positive, and the temporal and spatial averaged value is \( \langle P_{\text{Ohm}} \rangle_{x,t} \approx 468 \text{ W/m}^3 \), which is approximately 37% of the total electron power absorption.

4. Conclusion: Power absorption analysis

This power absorption analysis is fully self-consistent and clearly distinguishes between collisionless and collisional power absorption. In the presented case, the electron power absorption due to pressure effects dominates, followed by the Ohmic power absorption, and the power absorption due to inertial effects is only in the range of 0.1%. However, it should be kept in mind that the contribution of the different power absorption mechanisms strongly depends on the discharge conditions.

IV. CONCLUSION

A. Summary

Low pressure capacitively coupled radio frequency discharges exhibit quite complex particle–field and particle–particle interaction. Due to the long mean free path, nonlocal and nonlinear dynamics play a crucial role and change the electron distribution function in an anisotropic manner. Particle-in-cell/Monte Carlo collision simulations capture all these effects. Using the appropriate diagnostics in the simulation, the details of the electron dynamics can be understood on a nanosecond timescale. This tutorial has shown as to how the electric field influences the particle dynamics. The collapsing sheath phase leads to deceleration of electrons and the expanding sheath phase to acceleration of electrons along the axial direction. In addition, the ambipolar electric field in front of the electron sheath edges plays a pivotal role in the coupling power to the electrons. During sheath expansion, the acceleration of beam-like electrons causes a local enhancement of the conduction current, which has to be compensated by the local displacement current in order to ensure current continuity. The interplay between these two current densities adjacent to the nonlinear plasma sheath leads to the excitation of electrostatic waves that propagate into the plasma bulk.

The electron beams that are generated during sheath expansion penetrate into the plasma bulk almost collisionlessly and cause an anisotropy in the distribution function, which cannot be explained by the drift-diffusion theory. The dynamics of these energetic electron beams are well represented by taking into account the density of electrons with energies above 15.7 eV. A pronounced maximum of the density of fast electrons arises during sheath expansion, which creates peaks in the spatiotemporal distribution of the excitation and ionization rate. Due to the anisotropy, a unique electron temperature cannot be determined according to the thermodynamic relation. However, a kinetic temperature was introduced, which can be divided into the parallel temperature (orientation of the electric field) and the perpendicular temperature. These distinct temperatures were computed in the PIC/MCC simulations. The parallel temperature was found to increase during sheath expansion, and due to collisions, the perpendicular temperature lagged behind but also increases. This temperature increase allows for an unambiguous definition of heating, since the collisions redistribute the velocity components, and, consequently, in the center of the discharge, the distribution function indicates an isotropic behavior.

The question as to how electrons gain and lose their energy was answered by studying the terms of the electron momentum balance equation. This analysis clearly showed how the collisional and collisionless power absorption really works. It was found that most of the electrons gain their energy collisionlessly due to pressure-induced effects (63%, for the case analyzed) during the time of sheath expansion and in the ambipolar field region in front of the electron sheath edge. Collisional (Ohmic) power absorption also occurs in the vicinity of the sheath during expansion and indicated a moderate contribution of 37% to the total power absorption. Overall, it was shown how the individual parameters (densities, fluxes, temperatures, and power densities) are related and how the electron dynamics can be investigated in detail on the basis of a self-consistent kinetic particle simulation.

B. Outlook

The concept of this tutorial is basically suitable for any kind of CCRF discharge, which can be investigated by means of 1d3v PIC/MCC simulations. Changing parameters, such as the pressure, the rf voltage amplitude, the radio frequency, and the gap distance will show more or different features about the electron dynamics. Adding more complex chemistry, such as that typical for electronegative gases,\(^\text{44,94}\) will also yield different results, which might be more relevant for industrial applications. Furthermore, plasma-surface interactions\(^\text{3,4,104}\) have to be taken into account since secondary electrons can obtain the full sheath potential and contribute to the nonlocal and nonlinear electron dynamics. Many CCRF discharges are geometrically asymmetric (different electrode areas of the grounded and powered electrode); hence, 2D simulations or at least a 1D cylindrical\(^\text{82,190}\) setup are necessary in order to investigate the influence of a DC self-bias. The impact of different voltage waveforms has to be investigated, such as dual-\(^\text{111,112,191}\) or multi-frequency\(^\text{13,192,193}\) discharges or saw-tooth\(^\text{130}\) waveforms. Particularly, the calculation of the moments of the distribution function by means of PIC/MCC simulations may build a bridge between particle based and fluid simulations in order to demonstrate the limitations of fluid models in the low pressure regime.
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