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ABSTRACT

Self-organization of dust grains into stable filamentary dust structures (or “chains”) largely depends on dynamic interactions between
individual charged dust grains and complex electric potential arising from the distribution of charges within a local plasma environment.
Recent studies have shown that the positive column of the gas discharge plasma in the Plasmakristall-4 (PK-4) experiment at the
International Space Station supports the presence of fast-moving ionization waves, which lead to variations of plasma parameters by up to an
order of magnitude from the average background values. The highly variable environment resulting from ionization waves may have interest-
ing implications for the dynamics and self-organization of dust particles, particularly concerning the formation and stability of dust chains.
Here, we investigate the electric potential surrounding dust chains in the PK-4 experiment by employing a molecular dynamics model of the
dust and ions with boundary conditions supplied by a particle-in-cell with Monte Carlo collision simulation of the ionization waves. The
model is used to examine the effects of the plasma conditions within different regions of the ionization wave and compare the resulting dust
structure to that obtained by employing the time-averaged plasma conditions. The comparison between simulated dust chains and experi-
mental data from the PK-4 experiment shows that the time-averaged plasma conditions do not accurately reproduce observed results for
dust behavior, indicating that more careful treatment of plasma conditions in the presence of ionization waves is required. It is further shown
that commonly used analytic forms of the electric potential do not accurately describe the electric potential near charged dust grains under
these plasma conditions.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0075261

I. INTRODUCTION
Self-organization of dust grains in a flowing plasma offers insight

into the interplay among charged species in a complex plasma envi-
ronment. In a complex plasma, micrometer-sized particles (also
known as dust) acquire charge due to interactions with ions and

electrons. The resulting charge on a dust grain is typically negative in
the absence of secondary thermionic or photoelectric emission due to
the high mobility of electrons compared with much more massive
ions. Ground-based experiments have studied the formation of dust
structures in the sheath region of a plasma,1 where a large vertical
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electric field is required to balance the gravitational force acting on the
dust particles. Ions drift relative to the more massive dust grains with
the ion drift velocity (vi) corresponding to the strength of the applied
electric field. The trajectories of ions in the vicinity of a charged dust
grain are deflected, leading to the build-up of ions downstream from the
dust grain, forming a region of enhanced ion density called an ion wake.
The presence of positively charged ion wakes is thought to be responsi-
ble for the non-reciprocal interactions that have been observed between
negatively charged dust grains in a flowing plasma.2,3

In contrast, microgravity dusty plasma experiments performed
on parabolic flights4 or on the International Space Station (currently
through the Plasmakristall-4, PK-4, experiment)5–10 enable investiga-
tions of dust dynamics in the near-absence of gravitational influence,
where smaller effects from the dust–dust, dust–ion, and drag forces
are the primary drivers of the dust motion. In microgravity experi-
ments, the dust cloud can be levitated within the bulk of the discharge
plasma where electric fields are weaker, and ion flow speeds are lower,
than typically found in a plasma sheath. In order to confine the dust
within the field of view, the polarity of the DC discharge of the PK-4
device undergoes polarity switching at a frequency xpi > xps > xpd
(where xpi is the ion plasma frequency, xps is the polarity switching
frequency, and xpd is the dust plasma frequency). As a result, the
regions of enhanced ion density are symmetrically stretched along the
direction parallel to the external electric field (illustrated in Fig. 1).
This allows for a more detailed examination of the interaction between
dust grains and the surrounding plasma environment, especially as it
relates to the formation of dust particle chains, dust density waves, and
other interesting phenomena that have previously been reported.11–15

The complex interactions between ion wakes and the charged dust
grains are thought to guide the homogeneous-to-string transition,16–19

resulting in a behavior similar to that observed in conventional electro-
rheological (ER) fluids.20

Recent ground-based observations of ionization waves under the
conditions present in the PK-4 experiment have been reported,21 and
the impact that these observed ionization waves can have upon the
plasma parameters of interest for dust chain formation suggest that
further investigation is warranted. Particle-in-cell with Monte Carlo

collision (PIC-MCC) simulations of the plasma at 40Pa found that the
ions thermalized with the neutral gas between ionization fronts with a
large increase in the ion drift velocity associated with the passing of an
ionization wave.22 Previous work investigated the effect of the large axial
electric field associated with the ionization waves on the stability of the
dust chains using numerical simulations of the dust charging and
dynamics in the thermalized plasma.22 The results were obtained by
increasing the applied electric field, representing different possible aver-
ages of the electric field, while the temperature and density of electrons
and ions were unchanged. The increased electric field strengths imposed
a drift velocity on top of the thermal motion of the ions obtained from
the average plasma conditions between ionization wave peaks, while the
use of constant ion and electron temperatures and plasma densities
resulted in a constant shielding length for all electric field strengths con-
sidered. It was found that the electric field strength corresponding to the
ionization wave front was more favorable to dust chain formation than
a homogeneous plasma described by the average plasma conditions.

In this work, the behavior of dust and ions in the PK-4 experi-
ment at 60Pa is investigated in order to match the conditions used in
later experimental campaigns. PIC-MCC simulations of the plasma at
60Pa found that the thermal velocity of ions in the plasma remained
about 12% higher than expected if the ions were to thermalize with the
neutral gas, and electron and ion temperatures were found to vary
continuously.21 As a result, the current investigation was designed to
incorporate the variations in electron and ion temperatures and
plasma densities, which allows the effect of changing screening length
on the resulting dust chains to be probed. Simulation of the ion and
dust dynamics also allows the examination of the electric potential
near interacting charged dust grains in the case of an anisotropic
plasma with ion-neutral collisions. The configuration of the electric
potential gives insight into the stability of the dust structures formed
in the dynamic plasma context.

This paper is organized as follows: An overview of the PK-4 exper-
iment and the PIC-MCC model of the PK-4 discharge are given in
Sec. II. A discussion of the plasma conditions selected for examination
in the molecular dynamics (MD) model of the dust and ions is given in
Sec. III. The MDmodel for dust and ions is described in Sec. IV, includ-
ing details of the treatment of ions, dust dynamics, and dust grain charg-
ing. The comparison of the resulting dust structure, electric potential,
and ion wake effects at different time periods within ionization waves is
presented in Sec. V with a discussion of the results in Sec. VI and con-
cluding remarks in Sec. VII.

II. BACKGROUND
The Plasmakristall experiments have allowed the study of three-

dimensional complex plasmas in microgravity since their first intro-
duction at the Mir space station in the late 1990s.23 The most recent
iteration, the PK-4, has implemented a long axial DC discharge tube
(instead of the compact radio frequency, RF, plasma used in previous
iterations of the Plasmakristall experiments) to further aid investiga-
tions of the liquid state of complex plasmas.23 This section will intro-
duce the PK-4 experiment at the ISS and the PIC-MCC model of the
PK-4 DC plasma.21

A. PK-4 ISS experiment
The PK-4 experiment at the International Space Station consists

of a 30-mm-diameter p-shaped cylindrical glass tube, high voltage

FIG. 1. Illustration showing the qualitative behavior of the shielding ion cloud sur-
rounding dust grains as the alternating axial electric field strength (Ez) increases. In
the top row, representing Ez¼ 0, the shielding cloud is spherical and close to the
dust grain. In the middle row, representing a moderate increase in Ez, the shielding
ion clouds begin to stretch in the axial direction. In the bottom row, representing Ez
above a critical value, the ion clouds are even more distorted and stretch across
the entire region between the individual dust grains.
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power supply, RF coil, which can be moved along the tube axis, dust
dispensers, and both manipulation and illumination lasers. A plasma
glow observation camera and particle observation camera are used to
image the central portion of the main tube. A diagram of the PK-4
experimental setup is included for reference in Fig. 2. In the particular
experiment analyzed in this work, the dust is trapped within the field
of view of the observation cameras using polarity switching of the DC
electric field. A more detailed description of the PK-4 experiment and
capabilities can be found in Ref. 9.

B. PIC model of PK-4
Previous theoretical results of dust dynamics have been obtained

using the assumption that the positive column of the discharge plasma
is homogeneous along the axial direction on timescales relevant to the
dust dynamics.24 Although DC plasma discharges are known to con-
tain self-excited oscillations over a large range of frequencies and var-
ied plasma conditions,25 the frame rates used to record the PK-4 ISS
glow limit observations to those processes which occur on ms or lon-
ger timescales.9 Video data collected from the PK-4 experiment appear
to be homogeneous, though the presence of fast-moving ionization
waves cannot be excluded.

The 2D PIC-MCC model26 of local plasma parameters in the
PK-4 system used in Ref. 21 revealed the presence of fast-moving ioni-
zation waves with a phase velocity in the range of 500–1200 m/s. The
PIC-MCC model uses the simplified geometry of a 400-mm-long
straight discharge tube with an inner diameter of 30mm and the cath-
ode and anode placed at each end.

The PIC-MCC simulation was validated against the ground-
based experiment BUD-DC, which has a straight cylindrical discharge
closely matching the simplified geometry used in the PIC-MCC model
while keeping the system as close as possible to the PK-4 experiment
in terms of discharge tube diameter, gas type, and range of pressures.21

Experimental data collected from the BUD-DC with an exposure time
of 40ms show that global discharge structure and current dependence
are properly captured by the PIC-MCC simulation. However, the PIC-
MCC simulation also revealed the presence of fast-moving ionization
waves. This finding was confirmed by discharge light emission sequen-
ces collected using a high-speed CCD camera with frame rates of
50 000 fps in a second ground-based experiment, PK-4 BU. The PK-4

BU is a ground-based replica of the PK-4 experiment consisting of a
30-mm-diameter p-shaped cylindrical quartz-glass tube, a power
supply capable of operation in the polarity switching mode with the
switching frequencies up to 1000Hz and a movable RF coil.27

C. Results from the PIC model of PK-4
The main feature revealed by the PIC-MCC model is that condi-

tions within the positive column of the PK-4 discharge lead to large,
fast-moving ionization waves occurring on timescales on the order of
10 kHz. The local plasma parameters within the ionization waves vary
by as much as an order of magnitude from the time-averaged values,
as shown in Fig. 3. Furthermore, the frequency of the ionization waves
is high enough to prevent the ions from thermalizing with the neutral
gas between subsequent peaks of the ionization waves, which results in
continuously varying plasma conditions. This is in contrast with the
PIC-MCC results obtained at 40Pa used for simulation in Ref. 22
where the regions between ionization waves were shown to be rela-
tively homogeneous and punctuated only by brief variations under
plasma conditions.

FIG. 2. Diagram of the PK-4 ISS experimental setup illustrating the p-shaped dis-
charge tube and relative locations of the particle observation cameras (C1 and C2),
field of view (FoV), dust dispensers (D1–D6), and the active and passive electro-
des. Dispenser 5 (D5), shown highlighted in red, was used in the experiment mod-
eled here to inject dust particles of diameter 3.38lm.

FIG. 3. Results from the PIC-MCC model illustrating time-varying (a) electron and ion
temperatures, Te and Ti; (b) axial electric field, Ez; (c) electron and ion number densi-
ties, ne and ni; (d) the ratio of ni to ne; and (e) the Mach number, M. The associated
time-averaged value of the parameters is indicated by a dashed line corresponding
to the values hTei ¼ 50 107 K¼ 4.32 eV, hEzi ¼ 211:1 V/m, hnei ¼ 1:18" 1015

m#3, and hMi ¼ 0:022, respectively. The dotted-dashed line in (d) corresponds to
ni=ne ¼ 1. The vertical red line in each panel marks the time of the first peak in tem-
perature. Discharge parameters are neon gas, pressure¼ 60Pa, and current¼ 2mA.
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Heating of electrons and ions [Fig. 3(a)] is accompanied by large
variations in the axial electric field [Fig. 3(b)] followed by a depletion
of both ions and electrons as the ionization wave passes [Fig. 3(c)].
The time delay between the peaks in different plasma parameters is
logical, considering that the charge separation provided by the imbal-
ance of electrons and ions produces the large electric field observed in
the ionization wave. This offset between maximum and minimum val-
ues in various parameters leads to interesting consequences for the for-
mation of ion wakes and dust structures and will be discussed below.

D. Implications for string formation
Previous investigations of dust particle chain formation have

focused on time-averaged plasma parameters due to the dust particle’s
large inertia and, therefore, large response time compared with other
plasma species11 (with dust typically moving on a millisecond time-
scale while ions respond on a microsecond timescale). However, as
illustrated in Fig. 3, ionization waves in the plasma lead to large oscilla-
tions in the axial electric field, plasma number densities, and the elec-
tron and ion temperatures (based on the mean kinetic energies) on a
microsecond timescale,21 which, in combination, impact the formation
of ion wakes in complex plasmas. Since the character of the ion wake
changes dramatically, further investigation is needed to determine if
this is translated into the dust motion.

Interactions between dust grains and a flowing plasma have been
characterized using the Mach number, M ¼ vi=cs, where vi is the ion
drift velocity and cs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBTe=mi

p
is the ion sound speed (as in Ref. 28).

The Mach number (representing the ion flow speed) is shown in Fig.
3(e). Previous investigation of intergrain forces in low-Mach plasma
wakes using a particle-in-cell code28 found that wake enhancements
were not present when the flow velocity is less than 0:3cs, given Te=Ti

¼ 100 [as is the case in the current investigation, shown in Fig. 3(a)].
Moreover, it was noted that grain-aligning forces would be negligible
and likely would not be responsible for the formation of dust chains at
low Mach numbers. As shown in Fig. 3(e), the range of ion flow speeds
is found to be all much less than this threshold value suggesting that, in
this case, the dust should be unlikely to form strings. However, the results
from the PK-4 experiments show that the modeled conditions do lead to
the formation of long (tens of particles) stable dust strings, suggesting
that the established criteria for string formation may be incomplete.

III. METHODS
A. Data selection

The current investigation seeks to isolate the influence that the
changing plasma conditions have on the stability of dust chains. In
this study, we model a small volume within the dust cloud, focusing
on the dynamics of a single chain of 20 dust grains with a radial con-
finement force designed to mimic the effect of surrounding dust
chains. The structure of the electric potential surrounding the dust
chain, including the contributions from the charged dust grains and
the localized concentrations of ions, is examined at different times
within the ionization wave. The electron and ion temperatures, which
influence dust grain charging and the ion dynamics, reach values
within ionization waves that are two to six times the background val-
ues [see Figs. 3(a) and 3(c)]. The plasma densities also impact the for-
mation of wake structures around the charged dust grains, which, in
turn, influences both the formation and the stability of the dust chain.
The axial electric field [Fig. 3(b)], which drives the ion flow leading to

wake formation and dust chain stability, reaches peak values in the
ionization waves as much as 20 times larger than the value between
the peaks. Evidently, each of these parameters impacts stability and
formation of dust chains, and the specific contribution from any indi-
vidual component could be difficult to isolate. However, the time offset
between the peak values seen in Fig. 3 results in the plasma parameters
varying in time with respect to each other, which allows for closer
observation of the impact that each parameter may have.

Specific regions from the time history are selected based on the
behavior of the electric field for the present investigation. The plasma
conditions within the identified regions of interest are used in MD sim-
ulation to investigate their effect on string formation, and the results are,
subsequently, compared to dust dynamics where the full time-averaged
plasma conditions are used. Different plasma conditions are as follows:
case (1)—full time average, where the values of each parameter averaged
over a time span (440ls) covering several ionization waves are consid-
ered; case (2)—between Ez peaks, where only data between the large
peaks in the axial electric field are considered, representing a region of
minimum ion flow; case (3)—rising Ez and minimum ni, where data
within the rise of the axial electric field are considered, corresponding to
a time when electron and ion number densities are depleted; case (4)—
full-width half-maximum Ez peaks, where the data are averaged over the
full width at half maximum (FWHM) of peaks in the axial electric field,
representing the maximum ion flow. A representative time interval indi-
cating the data selected for each of the averaging cases is illustrated in
Fig. 4, and the resulting averaged plasma parameters for each case are
listed in Table I.

IV. SIMULATING DUST AND ION MOTION
The numerical model used to simulate the dust and ion dynamics

is DRIAD (dynamic response of ions and dust). This model is

FIG. 4. Results of the PIC-MCC model showing (as a solid line) the time-varying
(a) electron temperature, Te; (b) axial electric field, Ez; and (c) electron number den-
sity, ne. The data points selected for various averaging schemes are denoted by
between Ez peaks (dark green circles), rising Ez and minimum ni (medium green
squares), and FWHM Ez peaks (light green x’s). For comparison, the full time aver-
age value of each variable is shown as a dashed horizontal line extending over the
full extent in each plot.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 29, 023701 (2022); doi: 10.1063/5.0075261 29, 023701-4

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/php


described in detail in Ref. 29, and here, we provide only a brief over-
view of the components relevant to the current investigation. DRIAD
is a molecular dynamics simulation which resolves dust and ion
motion each at their own relevant timescales using a time step of
Dtd ¼ 10#4 s for the dust and Dti ¼ 10#9 s for the ions.

The motion of ions and dust grains are governed by their respec-
tive equations of motion. For an ion of mass mi, the equation of
motion is given by

mi
€~r ¼ ~Fij þ~FiD þ~FEðzÞ þ~Fboundðr; zÞ þ~Fin: (1)

The electrostatic force between ions i and j, ~Fij, is derived from a
Yukawa potential, where the electrons provide shielding, resulting in
the expression

~F ij ¼
X

i 6¼j

qiqj
4pe0r3ij

1þ
rij
kDe

" #
exp #

rij
kDe

" #
~r ij; (2)

where qi (qj) denotes the charge of particle i (j), rij denotes the distance
between particles i and j, kDe ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0kBTe=ðnee2Þ

p
is the electron Debye

length with Te, ne, and e representing the temperature, number den-
sity, and charge of electrons, respectively. The force on the ions due to
dust grains,~FiD, is derived from a Coulomb potential (as the electrons
are depleted in the vicinity of the negatively charged dust30),

~F iD ¼
X

d

qiQd

4p!0r3id
~r id; (3)

where the sum is taken over the d dust grains,Qd represents the charge
on the dust grain, and~r id is the distance between an ion (i) and dust
grain (d). The treatment of ion-dust and ion-ion forces follows the
molecular asymmetric dynamics (MAD) code developed by Piel,30

previously shown to yield reasonable results for potential distributions
and interparticle forces when compared to PIC simulations. In the
asymmetric treatment of dust and ions, the force (~FiD) on the ions by
the charged dust are calculated with the bare Coulomb potential while
the force on the dust by the ions (~Fdi) is calculated using a shielded
Yukawa interaction to bridge the limiting cases of motion close to a
dust grain where jeUj' kBTe (and electrons are depleted) and suffi-
ciently far from the dust grain that jeUj( kBTe and ions are shielded
by electrons.

The force on the ions due to the external axial electric field,~EðzÞ,
which switches directions at the polarity switching frequency of

500Hz, is ~FEðzÞ ¼ qi~EðzÞ. The ions outside the simulation region
exert a force on the ions within the simulation through
~Fboundðr; zÞ ¼ qi~Eboundðr; zÞ. The electric field due to ions outside the
simulation region,~Eboundðr; zÞ, is calculated as the negative gradient of
the potential in a cylindrical cavity, found by the numerical calculation
of the potential of uniformly distributed ions within a cylinder, which
is then subtracted from a constant potential. The ion-neutral collisions
(~F in) are treated using the null-collision method31,32 with the isotropic
and backscattering cross-sectional collision data taken from the Phelps
database (hosted by LXCat project).33

The equation of motion for a dust grain with massmd is given by

md
€~r ¼~Fdi þ~FdD þ~FEðzÞ þ~Fdrag þ~FB þ~FC: (4)

The force of ions on the dust grains, ~Fdi, is calculated from a Yukawa
interaction, similar to Eq. (2). At each dust time step, the cumulative
force of ions acting on a dust grain is averaged over the elapsed ion
timesteps. The force between dust grains,~FdD, is a Coulomb interaction,
similar to Eq. (3), as the screening by ions is included in the expression
for ~Fdi. The axial electric field provides a force ~FEðzÞ ¼ Qd~EðzÞ. The
drag force,~Fdrag , is the neutral gas drag. The dust is immersed in a ther-
mal bath which is implemented using the force~FB.

The confinement force, ~FC , simulates the effect of neighboring
dust chains outside the simulation region. The confinement is
included using the expression

~FC ¼ x2
dQd~r ; (5)

where the confining strength, x2
d , is proportional to

x2
d /

C~Q
4p!0D

2 1þ D
kDe

" #
exp # D

kDe

" #
; (6)

with ~Q and D representing the expected average dust charge and
inter-grain separation estimated from the results in the PK-4 experi-
ment. The constant C is used to scale the confining force provided by
surrounding chains and is based on the expected inter-chain spacing
and average dust grain charge. To aid in comparison, the value of x2

d
was set to the same value for each of the four cases considered (3.96
"106 V/m2), and the confinement force of Eq. (5) is ultimately pro-
portional to the charge on a dust grain in simulation.

In the experiment, the confinement force (~FC) would be provided
by discrete dust grains present in the neighboring dust chains.
Although the influence from individual dust grains does lead to a

TABLE I. Plasma parameters used for each of the four averaging cases. Note that þð#Þ values for Ez and vz;ion indicate parallel (anti-parallel) orientation relative to the tube
axis.

1. Full time average 2. Between Ez peaks 3. Rising Ez and Min. ni 4. FWHM Ez peaks

Ez (V/m) 211.1 #45.2 474.3 814.8
ne0 (m

–3) 1.17 " 1015 1.58 " 1015 4.32 " 1014 6.29 " 1014

ni0 (m
–3) 1.18 " 1015 1.59 " 1015 4.43 " 1014 6.48 " 1014

Te (K) 50 107 37 549 65 330 69 767
Ti (K) 466 425 509 565
vz;ion (m/s) 111.5 #29.8 231.7 377.3
Mach (M) 0.022 0.008 0.043 0.070
xpi (MHz) 10.1 11.7 6.2 7.5
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“ripple” in the resulting potential along the axial direction, simulation
of the Yukawa potential resulting from regularly spaced neighboring
dust chains revealed maximum deviations from a smooth potential to
be on the order of a few hundredths of a mV. The use of a smooth
confinement force is, therefore, considered to be a reasonable approxi-
mation for the current investigation.

Note that no axial confinement force is imposed by simulation
other than the polarity switching of the axial electric field. The dust
grains are allowed to spread in the z-direction to reach their equilib-
rium axial interparticle spacing.

The dust grain charging in DRIAD is in response to electron and
ion currents; as the electrons are not modeled directly, they are
assumed to be Boltzmann-distributed and the electron current, Ie, is
calculated using orbital motion limited (OML) theory,

Ie ¼ 4pa2nee
kBTe

2pme

" #1=2

exp
e/d

kBTe

" #
; (7)

where ne, me, and Te are the electron density, mass, and temperature,
respectively, kB is the Boltzmann constant, and /d ¼ Qd=ð4p!0aÞ is
the surface potential of the dust grain. The ion current comprises ions
which cross the ion collection radius, bc,

bc ¼ a 1# 2qi/d

miV2
s

" #1=2

: (8)

Vs is the characteristic velocity of the ions

Vs ¼
8kBTi

pmi
þ v2i

" #1=2

; (9)

and vi is the drift speed of an ion, which may conveniently be reported
as a fraction of the sound speed vi ¼ Mcs. Calculating the electron cur-
rent using the OML theory and the ion current by tracking the num-
ber of ions collected by each dust grain results in a charge that is
different from the OML theory in that (1) the charge is affected by the
ion flow, (2) the ion current to the dust grain is enhanced as a result of
ion-neutral collisions, and (3) the inhomogeneity in the ion distribu-
tion is naturally taken into account. The results of DRIAD simulation
are found to be consistent with predictions based on OML theory
which have been corrected to account for flowing ions and the pres-
ence of ion–neutral collisions.22

V. RESULTS
Dust charging and dynamics for 20 dust grains were simulated

using the plasma conditions shown in Table I for each of the four
cases. All simulations used neon gas with the neutral gas pressure
p¼ 60Pa, the neutral gas temperature T¼ 295K, the electric field
polarity switching frequency of 500Hz, the dust radius a¼ 1.69lm,
and the dust mass density corresponding to that of melamine formal-
dehyde (1.51 g/cm3). The simulation region is a cylinder of radius
840lm and length 8050lm, which provides enough space for the
dust grains to reach the expected average interparticle spacing deter-
mined from the PK-4 experiment with at least one electron Debye
length between the axial ends of simulation and the outermost dust
grain. Dust grains are prevented from leaving the simulation region by
a strong confinement force at the simulation boundaries. The dust was
initially placed in a region roughly 450lm in diameter near the center

of the simulation region. The dust cloud expanded and was allowed to
evolve for 1.2 s with the dust in each case reaching equilibrium after
approximately 1.0 s. The dust configuration in each case was found to
be stable during the final 200ms [which covers at least two dust
plasma periods (sd), where sd ¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!0md=ðndQ2

dÞ
p

and dust number
density nd ) 1010 m#3], and the final 100ms of data was used for the
results presented below. The same plasma conditions used in cases
1–4 of Table I were also used to model a single stationary dust grain,
where only dust grain charging and the motions of ions are consid-
ered. The ion density and electric potential near the isolated dust
grains are compared with those from the simulation results for the
chains formed by the dynamic dust grains, and the relevant results are
provided in Secs. VA–VC. The final average grain charges and inter-
particle separations are listed in Table II. The magnitude of the grain
charge increases with the electron temperatures and the ion flow
speed, which also leads to a greater interparticle separation due to the
stronger repulsion between grains. However, there is no linear rela-
tionship between the grain charge and interparticle spacing due to the
distribution of ion density and the resulting electric potential as
explained below.

A. Ion density
The ion densities averaged over the final 0.1 s for each of the four

cases simulating 20 moving dust grains are shown in Fig. 5. Note that
the plot is zoomed in on the central part of each chain so that the
details in the radial direction are visible. The dust grains are shown as
grayscale dots, where the color of the dot indicates the magnitude of
the distance from the xz-plane (out-of-plane direction), with black
indicating dust grains positioned in the xz-plane and white indicating
a displacement of 0.25 kDe, the maximum out-of-plane distance found
at equilibrium. The colorbar indicates the ion density normalized to
the background ion density far from the dust, ni=ni0, where values for
ni0 for each case are given in Table I. From the data shown in Fig. 5, it
is clear that different cases lead to different ion wake structures, as
expected since the extent and location of an ion wake formed in the
presence of a charged dust grain depend on the external electric field
and resultant ion drift velocities.

In case 1 [which uses the full time average of plasma parameters,
Fig. 5(a)] and in case 2 [which is averaged over the minimal external
electric field between ionization wavefronts, Fig. 5(b)], the dust forms
somewhat an aligned chain with most of the disorder seen in the out-
of-plane direction and the large ion density maxima centered around
the dust grains. In case 3 [averaged over the rise in the external electric
field, Fig. 5(c)], the ion density maxima are less intense and are elon-
gated between the dust grains, and the chain structure shows consider-
ably less displacement out of plane. Case 4 [averaged over the FWHM
peaks of the external electric field, Fig. 5(d)], shows results similar to
that of case 3 with even greater enhancement of ion density between
grains. The results shown in Fig. 5 lead to two broad classifications of
the four averaging cases: low ion flow with distinct ion clouds collected
around each dust grain (as in cases 1 and 2) and high ion flow result-
ing in elongation and merging of the ion clouds (as in cases 3 and 4).

Various ion and electron temperatures and plasma densities result
in different ion Debye lengths for each of the four averaging cases exam-
ined (the Debye lengths for each case are provided in Table II). Using
the white circles (indicating radii of 2, 4, and 6kDi) in Fig. 5 as a guide, it
is evident that a significant transition has occurred between cases 1 and
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2 and cases 3 and 4. In cases 3 and 4, the average interparticle spacing is
smaller (*5–6 kDi) than in cases 1 and 2 (*7–8 kDi). The close proxim-
ity of dust grains with respect to the ion Debye length in cases 3 and 4 is
paired with a smearing-out of the ion density enhancement along the
axial direction, while the more isolated dust grains in cases 1 and 2 cor-
respond to highly localized regions of ion density enhancement.

B. Electric potential
The simulation results for the electric potential have a large varia-

tion in the background potential along the z-axis, illustrated in Fig. 6(a),
as the ions accumulate near the dust chain and normalized ion density

is near unity at the ends of the chains. This overall variation in the
background potential is expected to be an artifact of simulation and is
eliminated by subtracting a fit to the potential along a line parallel to the
z-axis at a radial distance of 9kDi. At this distance, the axial potential
profile is essentially unaffected by the presence of the dust grains
(as defined by the normalized ion density being equal to one). The total
potential of the ions and dust (indicated by a solid line) and the fit to
the background potential (indicated by a dashed line) are shown in Fig.
6(a). The resulting potentials along the z-axis are shown in Fig. 6(b),
and the more uniform potential along the z-axis allows for a direct com-
parison between the four averaging cases considered.

The electric potential data, a combination of the negatively
charged dust and positive ion wakes, / ¼ /ion þ /dust , averaged over
the final 0.1 s are shown in Fig. 7 for each of the four cases with 20
moving dust grains. As shown in Fig. 5, the view is zoomed in on the
central portion of the chain to show the detail in the radial direction,
and the grayscale color of the dust grains indicates the distance from

TABLE II. Size of the cylindrical simulation region expressed in Debye lengths, final average interparticle spacing, and final average dust grain charge for each case.

1. Full time
average

2. Between
Ez peaks

3. Rising Ez
and Min. ni

4. FWHM
Ez peaks

Electron Debye length, kDe (lm) 450.3 335.5 838.5 715.8
Ion Debye length, kDi (lm) 43.4 35.7 74.0 64.4

Radius ð838:5lm Þ ðkDeÞ 1.9 2.5 1.0 1.2
Length ð8050lm Þ ðkDeÞ 17.9 23.8 9.6 11.3

Interparticle spacing, d (lm) 345 246 363 370
(kDe) 0.77 0.73 0.43 0.52
(kDi) 7.9 6.9 4.9 5.7

Charge (e#) 2260 2040 2270 2630

FIG. 5. Plot of ion density for (a) case 1: full time average, ni0 ¼ 1:18" 1015 m#3; (b)
case 2: between Ez peaks, ni0 ¼ 1:58" 1015 m#3; (c) case 3: rising Ez and minimum
ni, ni0 ¼ 4:32" 1014 m#3; and (d) case 4: FWHM Ez peaks, ni0 ¼ 6:29" 1014

m#3. The colorbar corresponds to the ion density normalized to the background ion den-
sity far from the dust: ni=ni0. The shade of the dust grain indicates the distance along
the y axis (in or out of the page) with black indicating dust grains positioned in the xz-
plane and white indicating dust grains 0.25 kDe from the xz-plane. The three concentric
white circles in each plot indicate the distances 2, 4, and 6 kDi from the location of one
of the dust grains.

FIG. 6. Plots showing (a) the total electric potential from DRIAD simulation along
the z-axis (solid lines) and the fit to the axial potential taken at a radial distance of
9kDi from the z-axis (dashed lines) and (b) the resulting total electric potential after
subtracting the fit to the axial potential. The horizontal black line indicates the level
V¼ 0 in both plots.
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the xz-plane (out of the page). The relative scale of ion Debye lengths
for each case is indicated by the concentric black circles surrounding
the central dust grain with radii corresponding to 2, 4, and 6kDi. Each
case shows a negative potential well at the dust grain locations with
the extent and depth of the potential well correlated with the magni-
tude of the charge on the dust grain, which increases with ion flow
speed. The maximum positive potential is located between 3 and 5 kDi
from a dust grain and moves closer to a grain as the spacing of the
dust grains (in ion Debye lengths) decreases. The magnitude of the
positive potential between dust grains in case 3 [Fig. 7(c)] is )75%
larger than case 1 [Fig. 7(a)] and )30% larger than in case 2 [Fig.
7(b)]. Case 4 [Fig. 7(d)], which corresponds to the largest dust grain
charge, has positive potential values )90% and )40% larger than
cases 1 and 2, respectively.

The large interparticle spacing in case 1 [Fig. 7(a)] relative to the
ion Debye length results in minimal overlap of the potential from indi-
vidual dust grains, allowing the form of the overall potential structure
to closely resemble that of an isolated dust grain. In contrast, the close
proximity of dust grains relative to the ion Debye lengths in case 3 and
case 4 [Figs. 7(c) and 7(d), respectively] leads to interesting behavior
that differs from a simple superposition of the electric potential from
each individual dust grain, which will be discussed further in Sec. VI.

C. Chain structure
The final average interparticle spacing in each case are indicated

in Table II measured in lm, kDe, and kDi. The final interparticle spac-
ing found in case 1 (representing the time-averaged plasma condi-
tions) was 345lm, which is larger than the 230lm average
interparticle spacing observed in the experiment. Cases 3 and 4 also
have larger interparticle spacing (363 and 370lm, respectively) than
that observed in the experiment. Case 2 most closely matches the
experiment with d¼ 246lm. It is evident that using the time-

averaged plasma conditions results in an over-prediction of the parti-
cle charge and a correspondingly large interparticle spacing.

To characterize the order seen in the dust chains in each case,
the pair correlation function, gðrÞ ¼ h

P
i6¼0 dð~r #~r iÞi

$ %
=q, where

q ¼ (number of particles)=(volume), was calculated for each averaging
case, as shown in Fig. 8. The pair correlation functions are calculated
for the central 12 dust grains using the dust positions over the final
0.1 s of simulation time. Order is indicated by well-defined, sharp
peaks in the g(r) function at distances corresponding to integer multi-
ples of the average interparticle spacing. As shown in Fig. 8, the great-
est correlation is seen for cases 3 and 4 (which correspond to smaller
interparticle separation measured in Debye lengths). Cases 1 and 2
show the least order in the g(r) function, which correlates with the
increased disorder in the out-of-plane direction noted in these cases
and larger interparticle separation measured in Debye lengths.

The pair correlation functions also allow for comparison between
the DRIAD simulation results and results obtained from microgravity
experiments. The parameters used for current simulation closely
match experimental conditions during campaign 7 of the PK-4 experi-
ment, which were 70Pa neon gas, 0.7mA current, 500Hz electric field
switching frequency, and 1.69lm radius dust grains. Video data were
collected at 71.4 fps from which 2D images of the dust cloud were ana-
lyzed using particle tracking over 90 frames. Three chains composed
of 11 dust grains each were selected from the dust cloud and are
highlighted in the top pane of Fig. 9. These particular chains were
selected for analysis because they were similar in length to those ana-
lyzed in the simulation and remained intact over the entire time inter-
val. The pair correlation functions for the three selected chains were
calculated and averaged over 30 frames (equivalent to )420ms), and
the results are shown in the bottom three panes of Fig. 9. The color of
the pair correlation plots in the bottom three panes of Fig. 9 corre-
spond to the color used to highlight the dust grains in the image of the
dust cloud shown in the top pane.

FIG. 7. Plots showing electric potential for (a) case 1: full time average, (b) case 2:
between Ez peaks, (c) case 3: rising Ez and minimum ni, and (d) case 4: FWHM Ez
peaks averaging cases. The shade of the dust grain indicates the distance from the
y-axis (out of the page) with black indicating dust grains positioned on the xz-plane
and white indicating dust grains farther from the xz-plane. The three concentric
black circles in each plot indicate the distances 2, 4, and 6 kDi from the location of
one of the dust grains.

FIG. 8. Plot of g(r) pair correlation functions for (a) case 1: full time average, (b)
case 2: between Ez peaks, (c) case 3: rising Ez and minimum ni, and (d) case 4:
FWHM Ez peaks averaging cases.
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Qualitatively comparing the results in Fig. 9 with those in Fig. 8,
the shape of the first five nearest neighbor peaks in the pair correlation
function obtained from experimental data most closely matches the
results in case 3 (which is averaged over the rise in the external electric
field) and case 4 (which is averaged over the FWHM peaks of the
external electric field). The plasma conditions in cases 3 and 4 lead to
the greatest order in the dust chains. Although the average interparti-
cle spacing seen in case 2 is closer to the PK-4 experimental results,
the chain formed in case 2 shows little order compared with the long
range order seen in the experimental results.

VI. DISCUSSION
The structure of the ion wake around dust grains has been shown

to impact the formation and stability of dust chains in a complex
plasma.20,29 From the g(r) plots, it is apparent that cases 3 and 4 have
undergone a transition to a more ordered structure than that found in
the results from cases 1 and 2. The increase in order is correlated with
the transition from spherical, isolated ion density clouds surrounding
the dust in cases 1 and 2 to the ion density enhancement becoming
more uniform along the length of the dust chain (parallel to the elec-
tric field) and decreased interparticle spacing relative to the ion Debye
length.

The increased interparticle spacing in the simulated results
(Fig. 8) when compared with the experimental results (Fig. 9) is likely
because of the increased dust charge due to lower dust number density
(nd) in DRIAD simulation. The visualized portion of the experimental
dust cloud used for analysis in Fig. 9 contains 347 dust particles in a
2.5" 15mm2 window and is illuminated by a laser sheet with a
FWHM extent that varies between 40 and 220lm (characterized in
Ref. 9). This yields a dust number density within the PK-4 ISS experi-
ment on the order of nd ) 1010–1011 m#3, while the Langmuir probe

measurements in the dust-free discharge9 show an electron density on
the order of ne ) 4" 1014 m#3. The charge on dust grains under
microgravity conditions at 60Pa are theoretically estimated in Ref. 34
as Qd ) 2" 103 e#, indicating that as much as 50% of the electrons
present in the dust cloud resides on the dust grain surface. It is, there-
fore, logical to conclude that the neighboring dust chains present in
the experiment lead to a decrease in the electron density within the
dust cloud (dependent on the dust number density) that is unac-
counted for current simulation. If this depletion of the electrons was
taken into account, the charge on the dust grains in the simulation
conditions would be reduced. However, even with this limitation, the
qualitative behavior of the pair correlation function seen in the experi-
ment most closely matches the simulation results in cases 3 and 4.

Models describing the electric potential surrounding charged par-
ticles in a plasma are useful for both planning experiments and analyz-
ing their results, but the assumptions used in the derivation of a given
model and its range of applicability must be carefully considered. The
large variation of ion density, electric potential, and the resulting order
characterized by g(r) in cases 2–4 from the full time average plasma
conditions in case 1 suggest that electric potential models that are
based on averaged plasma conditions may not fully describe the envi-
ronment in the PK-4 experiment with the presence of the recently
observed ionization waves.

A. Comparison with common electric potential
equations

The simplest model for the electric potential surrounding a point
charge is the Coulomb potential [Eq. (3)]. This form of potential is
only dependent on the distance r from the point charge and, therefore,
fails to capture any effects resulting from local non-neutrality of the
charge distribution close to a dust grain. To account for the changes in
charge distribution near a dust grain, it is necessary to use the slightly
more complex form of electric potential developed by Yukawa,35

which is typically adapted for use in the field of complex plasmas as
the Yukawa potential [Eq. (2)]. The Yukawa potential (also sometimes
referred to as a Debye–H€uckel potential) is dependent not only on the
distance from the point charge but also on the temperature and num-
ber density of the charged species within the plasma through the term
kD in the exponent.

While the Yukawa potential does improve upon the Coulomb
potential by taking into account the shielding provided by mobile
charges in the plasma, it fails to account for the changes in potential
structure that arise from a flowing plasma. A potential model based
upon the Bhatnagar–Gross–Krook collision operator has been devel-
oped by Kompaneets,36 which has the form

/ð~rÞ ¼ Q

j~r j3
FBGKðhÞ þ o

1

j~r j3
" #

; (10)

with

FBGKðhÞ ¼ #
ffiffiffi
8
p

r
uk2D;Tn

vTn

cos hþ 2# p
2

" # u2k2D;Tn

v2Tn

" 1# 3 cos2hð Þ þ oðu2Þ; (11)

where kD;Tn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tn=ð4pn0e2Þ

p
, u represents the drift velocity,

vTn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tn=mn

p
, and h represents the angle between~r and the direc-

tion of ion drift. This form has been adapted to account for the

FIG. 9. Results from analysis of video data obtained during campaign 7 of the PK-4
ISS experiment showing (top panel) chains chosen for analysis and (bottom three
panels) the corresponding pair correlation functions for the three selected chains,
averaged over 30 frames. Colors used to highlight chain particles in the top panel
correspond to the color of the g(r) function in the bottom three panels.
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symmetric ion wake present in a plasma subjected to an alternating
external electric field (as in Ref. 37), yielding the following form
referred to here as themultipole expansion potential:

Vðr; hÞ ¼ Q
e#r=kDi

r
# 0:43

M2
Tk2Di
r3

3 cos2h# 1ð Þ
& '

; (12)

where MT ¼ ui=vTi is defined as the “thermal” Mach number and h
represents the angle between the external electric field driving the ion
drift and~r .

The analytic forms of the electric potential were developed by
considering either a single, isolated probe or the interaction between
two probes separated by large distances (relative to the ion Debye
length). The development of the multipole expansion potential relies
on the underlying assumption that the thermal Mach number is small
(MT ( 1) and that the distance from the dust grain is much larger
than the ion Debye length (r ' kDi), as well as the assumptions inher-
ent in the BGK collision operator, namely, that the collision frequency
is velocity independent and only charged exchange collisions are
considered.

To directly compare with the analytic potential forms, the plasma
conditions used in cases 1–4 were applied to a single, stationary dust
grain located at the origin. The plasma conditions in the four cases are
identical to those from Table I, discussed in Secs. III and IV, with the
only change being that the dust grain does not move. The ion density
data from single, stationary dust grain simulations are shown in the
right column of Fig. 10. The magnitude of ion density enhancement
surrounding the dust grains is largest for case 2 [Fig. 10(d)], as is the
case for the simulations containing 20 dust grains. However, asymme-
try in the ion density enhancement in case 3 [Fig. 10(f)] and case 4
[Fig. 10(h)] is much less pronounced than in 20 dust grain simulations
[Figs. 5(a) and 5(b), respectively]. This result suggests that it is the
interaction between closely spaced neighboring dust grains (relative to
the scale of kDi) in addition to the plasma conditions which lead to the
formation of the elongated ion wake structures found in cases 3 and 4
[Figs. 5(c) and 5(d), respectively] and not the result of the plasma con-
ditions alone. Simulation results for the electric potential of a single
stationary dust grain along the axial direction are shown in the left col-
umn of Fig. 10 and compared to the analytic potential forms.

In all four cases, it is seen that the Yukawa potential and multi-
pole expansion potential agree more closely with the simulation results
and with each other than that of the Coulomb potential. However,
both the Yukawa and multipole expansion forms predict a more nega-
tive potential than that obtained from the simulation results within a
distance r ! 5kDi. Figure 10 shows that the difference between the
Coulomb potential and the other potentials decrease as kDi increases,
while the difference between the Yukawa potential and multipole
expansion potential decreases with the decreasing Mach number. To
account for the breakdown in the validity of the multipole expansion
form of the potential as r ! 0, the region r < 2kDi has been omitted
from the line plots in Fig. 10. The Coulomb potential predicts a larger
negative potential than the simulation results due to the lack of an
exponential shielding term.

Contour plots showing comparisons between the potential forms
and simulation results from each of the four averaging cases with sin-
gle, stationary dust grains are shown in Fig. 11. The region corre-
sponding to 2kDi from the dust grains is indicated on plots Figs.
11(m)–11(p) by the black circles, which correspond to the minimum

radial extent considered valid for the multipole expansion potential in
Eq. (12). The asymmetry in the multipole expansion potential for cases
3 and 4 (thought to contribute to the transition to flow-aligned dust
chains6) is evident only within the region r < 2kDi, which is excluded
by the requirement that distance be much larger than the ion Debye
length.

One may ask how applicable these results are to the case where
more than one dust grain is present, and whether the case of multiple
dust grains may be adequately represented by a superposition of the
potentials of many single dust grains. To address this question, the
results of simulations with 20 moving dust grains are compared with
the Coulomb potential, Yukawa potential, multipole expansion poten-
tial, and with the single dust grain simulation results superimposed at
each of the 20 dust grain locations, shown in Fig. 12. The multipole
expansion potential is shown only in the regions farther than 2kDi
from any dust grains to accommodate the restricted range of validity
of this potential form. As expected, the Coulomb potential form shows
the greatest deviation from the simulation results for a 20 dust grain
chain with a more negative potential between dust grains for all of the
plasma conditions examined. Agreement between the superposition of
single dust grain potentials (dotted pink line) and the potential from
the 20 dust grain simulation (solid red line) is the best for case 2 (with
the lowest axial electric field, ion drift velocity, and dust grain charge).

FIG. 10. Results from simulations of a single dust grain under plasma conditions
corresponding to case 1: full time average (a) and (b), case 2: between Ez peaks
(c) and (d), case 3: rising Ez and minimum ni (e) and (f), and case 4: FWHM Ez
peaks (g) and (h). The total electric potential (left column) from simulations (solid
red line) is compared with the Coulomb potential (dotted yellow line), Yukawa
potential (dotted–dashed green line), and multipole expansion potential (dashed
blue line). The ion density (right column) values are normalized to the background
ion density (ni0) for each case, which are (b) case 1: ni0 ¼ 1:18" 1015 m#3, (d)
case 2: ni0 ¼ 1:58" 1015 m#3, (f) case 3: ni0 ¼ 4:32" 1014 m#3, and (h) case
4: ni0 ¼ 6:29" 1014 m#3.
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Agreement worsens as the axial electric field, ion drift velocity, and dust
grain charge increase, a finding which is consistent with previous studies
of the interaction between dust grains with anisotropic ion wakes.20,38

Contour plots of the electric potential comparing the results from
the simulations of 20 dust grains with the Yukawa and multipole
potential forms are provided in Fig. 13. The simulation results in Figs.
13(a)–13(d) correspond to the results shown in Fig. 7, zoomed in on a
smaller axial range to allow for closer comparison with the analytic
potential forms. The Yukawa potentials corresponding to each of the
four averaging cases are shown in Figs. 13(e)–13(h), and contour plots
of the multipole expansion potential are shown in Figs. 13(i)–13(l).
The region corresponding to 2kDi from the dust grains is indicated on
plots Figs. 13(i)–13(l) by the black circles, which correspond to the
minimum radial extent considered valid for the multipole expansion
potential in Eq. (12).

Careful consideration of the results shown in Fig. 13 makes it evi-
dent that the simulation results are not adequately described by the
expressions for dust potential using the Yukawa potential or the multi-
pole expansion potential given by Eq. (12). The comparison between
3D PIC simulation and the numerical solution of linearized electrostatic
potential carried out in Ref. 39 showed that the charge and potential of
the downstream grains can be significantly modified by wake effects in
a system of several grains, and the wake pattern can show significant

deviation from the potential determined from a linear combination of a
wake behind a single grain in subsonic flows. These results are sup-
ported by the results presented in Fig. 12, where it is seen that the linear
superposition of single dust grain potentials deviates from the simula-
tion of 20 dust grains for ion sound speeds as low as 0.07 M (corre-
sponding to case 4). These findings also correlate with the comparison
shown in Fig. 13, where it is seen that the potential for the dust strings is
not well represented by the models developed for isolated grains.

Many stable self-organized dust structures have been observed in
ground-based and microgravity plasma environments, but the avail-
able models for electric potential have been found to be not well suited
for describing the interactions between a large number of dust grains.
Further description of the electric potential structure is needed, given
that the dynamics of charged species within a complex plasma and the
form of electric potential are inextricably linked and will be the focus
of a forthcoming study.

FIG. 11. Comparison of the simulation results for a single, isolated dust grain [top
row: (a)–(d)] with the Coulomb potential [second row: (e)–(h)], Yukawa potential
[third row: (i)–(l)], and multipole expansion potential [bottom row: (m)–(p)]. The con-
ditions used for single grain simulations correspond to the conditions in Table I for
case 1 (first column), case 2 (second column), case 3 (third column), and case 4
(fourth column). The black circles in the bottom row (m)–(p) correspond to the radial
distance of 2kDi from the dust grain, which is indicated by the gray cross (“þ”) in
each plot.

FIG. 12. Comparison of the superimposed single dust grain simulation results (dot-
ted pink line) with the 20 dust grain simulation results (solid red line), Coulomb
potential (dotted yellow line), Yukawa potential (dotted–dashed green line), and mul-
tipole expansion potential (dashed blue line). Results are shown for (a) case 1, full
time average; (b) case 2, between Ez peaks; (c) case 3, rising Ez and minimum ni;
and (d) case 4, FWHM Ez peaks. The horizontal line in each plot indicates the level
of 0 V.
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B. Dust grain charging
The time that a dust grain takes to reach equilibrium charge

(*60–100ls) is longer than the time it takes for an ionization wave to
pass (*50ls peak-to-peak), meaning that the actual dust charges will
differ from those shown in Table II. As a simple model for the dust
grain charging and de-charging during various phases in ionization
waves, we may consider the dust grain to be a spherical capacitor and
evaluate the charging and de-charging time as a dust grain transitions
between the plasma conditions in cases 2, 3, and 4. Simulation results
show that time to reach the new equilibrium charge after transitioning
between cases was found to be 60–100ls with the longest time taken
when transitioning from the conditions in case 4 to the conditions in
case 2 (which has the longest ion plasma period, shown in Table I).

As a rough approximation for the expected equilibrium charge
for dust grains exposed to evolving plasma conditions due to ioniza-
tion waves, a simple capacitor model was used to calculate the charge
on a dust grain as a function of time as the grain charged or discharged
in the plasma conditions associated with cases 2–4. This model was
used to generate the piecewise charging curve shown in Fig. 14. The
final average charges in cases 2–4 are shown as dotted–dashed hori-
zontal lines in shades of green, and the average equilibrium charge
reached by the capacitor model in evolving conditions is shown as a
dotted–dashed horizontal pink line. The piecewise charging curve is
shown by the thick solid line with the color of the line segments corre-
sponding to charging following the transition from case 4 to case 2
(dark purple), the transition from case 2 to case 3 (dark pink), and the
transition from case 3 to case 4 (light pink). Over 40ls (the approxi-
mate peak-to-peak time for the ionization waves), the charge fluctuates
on the order of )200 e# with a time-averaged charge of 2150 e#,

which is lower than the charge predicted by case 1. This lower charge
would result in smaller interparticle spacing, more closely matching
that observed in the experimental data (Fig. 9). However, it is impor-
tant to note that this simple model is based upon constant conditions
present within snapshots in time of dynamically varying plasma condi-
tions and as such may vary from the equilibrium charge found in an
experimental environment. In light of the impact fluctuating charges
will have on the formation and stability of dust structure, future
investigations utilizing time varying plasma parameters are needed to

FIG. 13. Comparison of electric potential from simulation [top row (a)–(d)] with the analytic potential forms discussed in Sec. VI: the Yukawa Potential is shown in the middle
row (e)–(h) and the multipole expansion potential is shown in the bottom row (i)–(l). The first column on the left (a), (e), and (i) shows case 1 (full time average); the second col-
umn (b), (f), and (j) shows case 2 (between Ez peaks); the third column (c), (g), and (k) shows case 3 (rising Ez and minimum ni); and the fourth column (d), (h), and (l) shows
case 4 (FWHM Ez peaks). Positions of dust grains are marked with a gray cross (þ). Black circles in (i)–(l) indicate the radius 2kDi from dust grains.

FIG. 14. Plot indicating the charge over time on a dust grain undergoing transitions
between cases 2, 3, and 4. The color of the solid line segments in the charging
curve indicates the particular transition with dark purple corresponding to charging
following the transition from case 4 to case 2, dark pink corresponding to charging
following the transition from case 2 to case 3, and light pink corresponding to charg-
ing following the transition from case 3 to case 4. The vertical dotted black lines
indicate the transitions, and the horizontal dotted–dashed lines indicate the final
equilibrium charge in dark green for case 2 (2040 e#), medium green for case 3
(2270 e#), light green for case 4 (2630 e#), and pink for the average charge result-
ing from transitions between cases 2–4 (2150 e#).
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further quantify the impact that ionization waves have on dust dynam-
ics in the PK-4 environment.

VII. CONCLUSION
Varying conditions within the ionization waves present in the

PIC-MCC simulation of conditions within the PK-4 ISS21 have a sig-
nificant impact on the formation of dust chains. The effect of fast-
moving ionization waves on the formation of ordered dust particle
chains and the resulting electric potential structure has been investi-
gated by first identifying regions of interest within the time evolving
plasma conditions (shown in Fig. 4), labeled as the four cases: (1) full
time average, where the values of each parameter are averaged over a
time span (440ls) encompassing several complete ionization waves;
(2) between Ez peaks, where only the data in the interval between the
large peaks in the axial electric field are considered, representing a
region of minimum ion flow and a steady, constant plasma column;
(3) rising Ez and minimum ni, where the data within the rise of the
axial electric field are considered, corresponding to an interval where
electron and ion number densities are depleted; and (4) full-width
half-maximum Ez peaks, where the data are averaged over the FWHM
of peaks in the axial electric field, representing the maximum ion flow.
The specific plasma parameters identified for each case (listed in
Table I) were then modeled using DRIAD, a molecular dynamics sim-
ulation capable of resolving dust and ion motions on each of their
respective timescales, and the results for the ion density (Fig. 5), elec-
tric potential (Fig. 7), and analysis of the final dust structure (Fig. 8)
have been presented for each of the four cases.

Although considered separately in this investigation, it is impor-
tant to recall that the conditions of cases 2, 3, and 4 represent different
features within the ionization waves with each case describing an inter-
val of 10–20ls within a full ionization wave (with peak-to-peak inter-
val of )40ls), while the relevant dust dynamics occur on a timescale
of 100ls. As such, in the time-evolving experimental system, the
decreased ion wake structure and diminished order for case 2 [Figs.
5(b) and 8(b)] are immediately followed by the enhanced wake and
order found in case 3 [Figs. 5(c) and 8(c)]. As the ionization wave
moves past a dust chain, conditions between ionization wave peaks
(minimum ion velocities and maximum ion density) lead to an
increase in ion current and a subsequent decrease in the magnitude of
charge on the dust grains, which allows dust grains to move closer
together. As the wave continues past the dust grains (with increased
ion velocities and minimum ion density), the increased ion focusing
leads to an enlarged region where the positive potential between the
dust grains. Even though the average charge on dust grains increases
during this phase, the large positive potential in the strongly focused
ion wake allows for smaller interparticle spacing relative to the shield-
ing length as well as increasing the grain alignment. As shown in
Figs. 8(c) and 8(d), this leads to the largest order in the resulting dust
chain. The lower particle charge found using the capacitor charging
model (Fig. 14) allows for the smaller interparticle spacing, which
more closely matches the experiment, while the enhanced ion wakes
during the ionization waves contributes to the stability of the chain.

The balance between various parameters is not captured by the
full time average (case 1), and as such, it is likely that the full time aver-
age does not provide an accurate representation of the conditions to
be used to model dust dynamics. Additionally, further work is needed
in modeling the effect of ions through a modification of the potential

of charged dust grains, as the current analytic models do not match
the ion behavior.
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