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Abstract
The electron power absorption mechanisms in electronegative capacitively coupled plasmas in
CF4 are investigated using particle-in-cell/Monte Carlo collisions simulations at a pressure of
p= 60 Pa, a driving frequency of f =13.56MHz for voltage amplitudes in the interval of
φ0 =100−300 V, where pronounced self-organized density variations, i.e. striations, develop.
The calculations are based on the Boltzmann term analysis, a computational diagnostic method
capable of providing a complete spatio-temporal description of electron power absorption. The
discharge undergoes an electron power absorption mode transition from the drift-ambipolar- to
the striation-mode at φ0 = 180 V. Although Ohmic power absorption is found to be the
dominant electron power absorption mechanism in the parameter range considered, the electron
power absorption mode transition can be inferred from the behaviour of the spatio-temporally
averaged ambipolar power absorption as a function of the voltage amplitude. Furthermore, it is
shown, that as a consequence of the presence of striations, the temporal modulation of the
electron density leads to a temporal modulation of the ambipolar electric field, which is
responsible for the striated structures of various physical quantities related to electrons, such as
the electron temperature and the ionization source function.
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1. Introduction

Low temperature capacitively coupled radio frequency
(CCRF) discharges are extensively used in a variety of mod-
ern applications, such as plasma etching and deposition in the
semiconductor industry and surface treatment in biomedical
plasma applications [1–3]. The knowledge-based control and
optimization of these plasma processes require an understand-
ing of the physical mechanisms present in such systems, in
particular, those responsible for the energy gain and loss of
electrons, i.e. the electron power absorption mechanisms [4].
These mechanisms are essential in discharge plasmas, as elec-
trons need to gain energy from the electric field to be able
to participate in ionization and to generate process relevant
particle species such as radicals [2, 5].

A unified and exact treatment of electron power absorption,
based on the momentum balance equation of the electrons,
assisted by particle-in-cell/Monte Carlo collisions (PIC/MCC)
simulations was first proposed by Surendra and Dalvie [6].
This method is capable of providing a self-consistent, spatio-
temporally resolved description of electron power absorption
in CCRF discharges, and is termed Boltzmann term analysis
[7, 8]. The Boltzmann term analysis has recently been used
to investigate electron power absorption in CCRF discharges
operated in low pressure inert gases [4, 7, 9, 10], reactive gases
[8, 11–13], also in the presence of an external magnetic field
[14–16], as well as in atmospheric microplasma jets [17] and
in Hall thrusters [18–20]. This method has provided a deeper
understanding of the underlying physical mechanisms of elec-
tron power absorption. Based on the work of Schulze et al
[7], it was shown that the reason for ‘collisionless heating’
at low pressure (called pressure heating in the framework of
the Boltzmann term analysis) is a self-amplifying mechanism
leading to a temporal asymmetry in the kinetic electron tem-
perature, which causes a nonzero electron power absorption
on time average, that can be dominant as the background gas
pressure is decreased. This mechanism can be mitigated, how-
ever, leading to situations where Ohmic power absorption is
dominant at low pressures, as shown in [8, 10].

These fundamental insights into electron power absorption
are intimately linked to various modes of discharge operation
such as the α− [21–24], γ− [25–28], drift-ambipolar (DA-)
[29–31], and striation (STR-) modes [32–36]. Electropositive
discharges commonly operate in either the α-mode or in the
γ-mode [22, 27, 28]. In the α-mode, electrons are accelerated
by electric fields during the time of sheath expansion within
each RF period. Consequently, the ionization rate peaks in
the vicinity of the edge of the expanding sheath. In the γ-
mode, on the other hand, ionization is primarily maintained
by secondary electrons emitted from the electrodes due to
the ion bombardment and accelerated by the strong electric
field at times of high sheath voltages as well as their colli-
sional multiplication inside the sheaths. As a result, most of
the ionization occurs near the edges of the fully expanded
sheaths. Besides these modes, another electron power absorp-
tion mode, termed as the ‘DA- mode’, is characteristic for

electronegative discharges [29–31], where the electron density
is strongly depleted in the bulk plasma. As a consequence of
this, a drift electric field builds up in the bulk region which
accelerates the electrons. Additionally, due to the specific
spatial electron density profile (exhibiting local maxima at
the sheath edges, i.e. electropositive edges) strong ambipolar
fields also develop near the sheath edges. Since the first work
where the existence of the different modes has been reported
[37], the transitions between these distinct power absorption
modes have been documented in various gases based on chan-
ging the gas pressure, radio frequency voltage, and driving fre-
quency. The transition between the α- and γ- modes has been
investigated experimentally [38, 39] as well as numerically
[28, 40]. The transition between the DA- and α-modes has
been demonstrated depending on changes in gas pressure [29,
31, 41–43], electrode gap [43], driving frequency [41, 44],
voltage waveform [29, 41, 45, 46] and external magnetic fields
[14, 47].

For most of the usual operating conditions, CCRF gas dis-
charges exhibit a homogeneous plasma bulk region. For some
gases and operating conditions, however, strong density mod-
ulations, i.e. ‘striations’, can spontaneously be generated [1,
48]. Such structures typically build up in plasmas operated in
electronegative molecular gases e.g. in CF4, where the bulk
plasma is dominated by positive and negative ions and are
observed at relatively low driving frequencies where both of
these ionic species can react to the temporal variations of
the electric field [48, 49]. The development of these distinct-
ive structures is related to the periodic acceleration of ions
by the RF electric field. As ions move, they generate local
space charges, inducing a spatial modulation of the electric
field. This modulation significantly impacts the rate of elec-
tron heating and subsequently influences the ionization rate.
Consequently, when the ion number density reaches a critical
threshold at a specific position within the plasma bulk, allow-
ing ions to respond to the RF electric field and to generate
space charges, there is a notable increase in the ionization rate
in that vicinity. Striations (either moving or stationary) have
comprehensively been studied in RF plasma sources and also
in DC discharges in a wide range of discharge conditions, from
low pressure [29, 33, 48, 50] to moderate [51, 52] and atmo-
spheric pressures [53, 54]. Fluid [55, 56] as well as kinetic
[33–36, 48, 50, 52, 53, 57, 58] models have been used for the
understanding of the formation of striations.

In the work of Liu et al [33], experimental and compu-
tational studies as well as a supporting theoretical (ion-ion
plasma) model were presented for a CF4 CCRF discharge.
In this study, the discharge was driven by an RF voltage
with a frequency of 8 MHz. The spatio-temporal distribu-
tion of the electron impact excitation rate was monitored by
phase resolved optical emission spectroscopy (PROES). These
observations were reproduced and analyzed by PIC/MCC sim-
ulations. The positive and negative ion (CF+3 and F−) densit-
ies were sufficiently high so that ions, due to their increased
plasma frequency, could follow the temporal changes of the
bulk electric field. The movement of positive and negative ions
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in opposite directions in response to the time-modulated bulk
electric field results in the formation of spatially alternating
space charges and electric field patterns within the plasma
bulk. These striated space charge distributions amplify or
weaken the local bulk electric field depending on the local
polarity of the space charge. This feedback mechanism leads
to the formation of the self-organized striped patterns in light
emission, as electrons gain high energy due to the strong, spa-
tially modulated bulk electric field.

More detailed investigations of effects of the pressure, driv-
ing voltage, and electrode gap on the formation of striations
have been carried out in [34, 36] based on PROES measure-
ments, PIC/MCC simulations, and an ion-ion plasma model.
The authors found that the striation gap, i.e. the distance
between two ion density peaks, is inversely proportional to
the driving frequency and the gas pressure, while it weakly
depends on the RF voltage and the electrode gap. Transitions
between ‘striated’ and ’non-striated’ modes have been found
to be controlled by the gas pressures or the RF voltage. The
above studies using single-frequency (SF) excitation of the
CCRF discharges were extended in [35, 58] to the case of dual-
frequency excitation: 8/40 MHz and 2/10 MHz. The proper-
ties of striated structures of different plasma parameters in a
dual-frequency discharge and the effect of the high-frequency
voltage amplitude on the striated structures and charged spe-
cies densities were studied at a gas pressure of 100 Pa in [35].
It was found that the high-frequency voltage amplitude leads
to a decrease of the number of striations and finally to their
disappearance. In the 8 MHz/40 MHz case, the ions could not
respond to the high frequency modulation [35]. Meanwhile,
in [58] a frequency pair of 2 MHz and 10 MHz was chosen
to ensure that ions can react to both frequencies. We note that
striations were also observed recently in the positive column
of a CF4 DC discharge [59].

In this work, we investigate the peculiarities of the elec-
tron power absorption mechanisms in electronegative CCPs
in CF4 in the striation mode. The calculations are based on the
Boltzmann term analysis method of the electron momentum
balance equation, which is integrated into a PIC/MCC simula-
tion code of the discharge. Our calculations are carried out at a
fixed gas pressure and frequency and cover a range of voltage
amplitudes where a transition from the DA- to the STR- mode
can be followed.

The paper is structured as follows: section 2 describes the
Boltzmann term analysis method and provides details about
the simulation approach applied in this paper. In section 3, the
results are presented and discussed. Finally, in section 4, con-
clusions are drawn.

2. Computational method and theoretical
background

Our numerical studies are based on a one-dimensional in space
and three-dimensional in velocity space (1d3v) electrostatic
PIC/MCC code [60, 61], which has been validated against
experiments [33]. The simulations are performed in CF4 with

a fixed electrode gap of L= 15 mm and a radio frequency driv-
ing voltage amplitude in the range of 100–300V. The plasma is
excited by a single-frequency waveform φ(t) = φ0 cos(2π ft),
with f = 13.56MHz at a pressure of 60 Pa. The driving voltage
is applied to the electrode situated at x= 0 and the electrode
at x= L is grounded. For the surface model of the electrodes
a constant electron reflection coefficient of R = 0.7 and a
positive ion-induced secondary electron emission coefficient
(SEEC) of γ = 0.01 is assumed [62]. The temperature of the
background gas is held at Tg = 350 K. A spatial resolution
of Nx = 1000 grid points and a temporal resolution of Nt =
8000 timesteps per RF period are used to ensure the stability
of the simulation and good numerical accuracy of the results.
The discharge parameters (pressure and electrode gap) were
chosen such that by changing the voltage the discharge under-
goes a power absorption mode transition from the DA- to the
STR-mode.

In the simulation electrons, CF3+, CF−3 , and F− ions are
traced, which have been identified as dominant species in
earlier studies [63, 64]. These ions are created in e−+CF4 col-
lisions, listed in table 1. e−+CF4 collisions that result in the
formation of other charged particle species are also included
according to table 1 by taking into account their effects on the
electron kinetics via the corresponding losses of the electron’s
kinetic energy, but the products are not traced. The collision
cross sections for e−+CF4 collisions are the same as those
used in [65], originally taken from [66], except for the electron
attachment processes that yield CF−3 and F− ions, for which
we have used data from Bonham [67].

In the case of ion-molecule reactions occurring in CF4
plasmas, there exist numerous possible channels and a large
number of reaction processes could be taken into account in
the simulation for the CF+3 +CF4, F−+CF4, and CF−3 +CF4
collisions [63, 64, 68]. The collisions can be both of elastic
and reactive nature. In the case of elastic ion-molecule colli-
sions, a Langevin-type cross section is used, an isotropic chan-
nel and an anisotropic channel are distinguished based on the
impact parameter that is chosen in a random manner. In the
case of reactive collisions the type of impacting ion may be
conserved or another ionic species can be created as a con-
sequence of the interaction between the projectile and the tar-
get (CF4 molecule) species. Table 2 lists the first few (low-
est threshold energy) processes for each of the projectiles:
CF+3 , F

−, CF−3 , while in the simulation the full sets of reac-
tions comprising 41, 19, and 67 channels, respectively, for the
above ionic species are included. The cross sections of some
of the ion-impact processes are presented in figure 1. The pan-
els include the cross sections of the anisotropic and isotropic
parts of the elastic scattering as well as the cross sections of
some representative reactions listed in table 2. (For a full list
of reactions see tables II–IV of [69].) Similarly to the case of
e−+CF4 collisions, here we disregard as well the infrequent
formation of lighter positive ions CF+2 , CF

+, C+ and F+. In
the processes that yield these species as products the incoming
projectile ion is kept instead, to ensure charge conservation.

Recombination processes between electrons and CF+3 as
well as positive and negative ions are included according to
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Table 1. List of e−+CF4 collisions considered in the model. ∆E is the energy threshold in the center of mass coordinate system.

# Process Collision type ∆E (eV)

1 e− +CF4 −→ e− +CF4 Elastic scattering 0
2 e− +CF4 −→ e− +CF4(v= 1) Vibrational excitation 0.108
3 e− +CF4 −→ e− +CF4(v= 3) Vibrational excitation 0.168
4 e− +CF4 −→ e− +CF4(v= 4) Vibrational excitation 0.077
5 e− +CF4 −→ e− +CF∗

4 Electronic excitation 7.54
6 e− +CF4 −→ 3e− +CF++

3 + F Dissociative ionization 41
7 e− +CF4 −→ 2e− +CF+

3 + F Dissociative ionization 16
8 e− +CF4 −→ 3e− +CF++

2 + 2F Dissociative ionization 42
9 e− +CF4 −→ 2e− +CF+

2 + 2F Dissociative ionization 21
10 e− +CF4 −→ 2e− +CF+ + 3F Dissociative ionization 26
11 e− +CF4 −→ 2e− +C+ + 4F Dissociative ionization 34
12 e− +CF4 −→ 2e− + F+ +CF3 Dissociative ionization 34
13 e− +CF4 −→ F− +CF3 Attachment 5
14 e− +CF4 −→ CF−

3 + F Attachment 5
15 e− +CF4 −→ e− +CF3 + F Neutral dissociation 12
16 e− +CF4 −→ e− +CF2 + 2F Neutral dissociation 17
17 e− +CF4 −→ e− +CF+ 3F Neutral dissociation 18

Table 2. Examples of ion-CF4 molecule collision processes included in the simulation. ∆E is the threshold energy in the center of mass
coordinate system. For each pair of the collision partners, only a few of the processes are listed. For more information see the text.

# Reaction Products ∆E (eV)

1.1 CF+
3 +CF4 → CF+

3 + CF3+F 5.621
1.2 CF+

2 + CF4+F 5.843
1.3 CF++ CF4+F2 7.546
1.4 CF+

3 + CF2+F2 7.598
1.5 F−+CF4+2F 9.146
. . . . . . . . .

2.1 F−+CF4 → CF4+F+e− 3.521
2.2 F−+CF3+F 5.621
2.3 CF3+F2+e− 7.542
2.4 F−+CF2+F2 7.598
2.5 CF3+ 2F+e− 9.142
. . . . . . . . .

3.1 CF−
3 +CF4 → CF4+CF3+e− 1.871

3.2 F−+ CF4+CF2 1.927
3.3 CF4+ CF2+F+e− 5.448
3.4 CF−

3 + CF3+F 5.621
3.5 2CF3+F+e− 7.492
. . . . . . . . .

Figure 1. Cross sections of the elastic and a few representative inelastic ion-molecule collision processes in CF4 as a function of the kinetic
energy in the center-of-mass (COM) frame. The labeling of the curves corresponds to the indexes of the processes in table 2.
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Table 3. Recombination processes considered in the simulation and
the corresponding rate coefficients, where the ion and electron
temperatures, Ti and Te, respectively, are in units of eV.

Reaction Rate coefficient (m3s−1)

CF+
3 +e− 3.95× 10−15T−1

i T−0.5
e

CF+
3 +F− 1×10−13

CF+
3 +CF−

3 1×10−13

the procedure described in [70, 71]. The recombination pro-
cesses and the recombination rate coefficients used in the sim-
ulation are listed in table 3. The rate coefficients for the ion-
ion recombination are taken from [72], and those for e−+CF+3
from [70].

Information about the power absorption by the electrons is
extracted from the simulation using the Boltzmann term ana-
lysis approach [4, 7, 10]. A comprehensive description of this
method can be found in [4, 8, 10], we will briefly highlight
here the key concepts only. The method is based on the spa-
tially one-dimensional momentum balance equation for the
electrons:

me
∂ (neue)

∂t
+me

∂
(
neu2e

)

∂x
= neeEtot −

∂p∥
∂x

−Πc. (1)

Here, e, me, ne and ue are the elementary charge, the electron
mass, density and mean velocity, respectively. Meanwhile, p∥
denotes the diagonal element of the pressure tensor for the
electrons (here, ‘parallel’ refers to the direction of the dis-
charge axis, which coincides with the direction of the electric
field).Πc is the electronmomentum loss (arising as an effect of
collisions between electrons and the atoms of the background
gas), given by Πc = meneng⟨σmvvx⟩, with ng the gas density,
σm the total momentum transfer cross section, and the angu-
lar brackets denote the ensemble average [73]. All quantities
appearing in equation (1), except the electric field, are taken
directly from the PIC/MCC simulation. The electric field, Etot

can be written as a sum, Etot = Ein +E∇p+EOhm, where the
individual terms are given by

Ein =− me

nee

[
∂ (neue)

∂t
+

∂
(
neu2e

)

∂x

]
,

E∇p =
1
nee

∂p∥
∂x

,

EOhm =−Πc

nee
. (2)

The inertial electric-field term Ein is the electric field
needed to compensate for the change in the electrons’
momentum. The ohmic field, EOhm, describes the electric field
needed to account for the collisional momentum loss of elec-
trons as a result of collisions with the background gas particles,

while E∇p, the electric field corresponding to the spatial gradi-
ent of the electron pressure, is usually divided into two separ-
ate electric field terms, according toE∇p = E∇n+E∇T, where

E∇n =−
T∥
nee

∂ne
∂x

,

E∇T =−1
e
∂T∥
∂x

. (3)

In these equations T∥ = p∥/ne = me
(
⟨v2x⟩− u2e

)
is the par-

allel electron temperature, which is a measure of the mean
kinetic energy of the electron ensemble in its center of mass
frame. Here, E∇T is the electric-field term originating from the
spatial variation of the temperature, whileE∇n is, in quasineut-
ral regions, the ‘classical ambipolar field’. After calculating
the respective electric-field terms, the corresponding electron
power absorption terms can be easily calculated by multiply-
ing each of these with the electron conduction current density,
jc, i.e. Ptot = Etotjc, Pin = Einjc, POhm = EOhmjc, P∇n = E∇njc,
P∇T = E∇Tjc.

3. Results

In this section, results are presented for a single-frequency
excitation waveform at a fixed pressure of 60 Pa and a fre-
quency of f = 13.56MHz for voltage amplitudes in the range
of φ0 = 100 V–300 V. The figures presented here include data,
which were obtained by averaging the simulation results over
4000 RF cycles. (In our simulations, the striations appeared
to be stable. We also did not observe large fluctuations of the
number of superparticles over 80 000 RF-cycles.)

Simulation results for the time-averaged charged particle
densities are presented in figure 2 for voltage amplitudes of
100 V (a), 160 V (b), 180 V (c), and 300 V (d), respectively. In
all cases considered, the dominant species in the plasma bulk
are CF+3 and F− ions, while the electron density is depleted
in this region, due to the presence of the negative ions. As a
consequence of this, electropositive edges, i.e. local maxima
of the electron density at the edges of the bulk region can be
observed. As the voltage amplitude is raised to 160 V (panel
(b)), the charged particle densities slightly increase, while near
φ0 = 180 V (panel (c)) striations appear in the bulk, which
lead to a spatial modulation of the charged particle densit-
ies. The amplitude of the striations increases with the voltage
amplitude, as shown in panel (d) for φ0 = 300 V. The num-
ber of striations remains constant in the rather limited range
of the parameters of our study, whereas over a wider range of
voltage, pressure, and electrode gap, a varying number of these
features was found in earlier studies [36]. As shown in panel
(d), in case of striations, there is a shift between the maxima
of the dominant ion species (CF+3 and F−), and that of CF−3 ,
in the sense that the striation maxima of CF−3 are situated at
the positions where the CF+3 and F− densities are minimum.
The reason for this is the recombination process between CF+3
and CF−3 (see table 3), which leads to the destruction of CF−3
whenever the CF+3 density is high, and the fact, that the cross
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Figure 2. Time averaged charged particle density profiles for different values of the voltage amplitude, φ0. (Note, that the data for the
electron density are multiplied by a factor of 10.) Discharge conditions: p= 60 Pa, f = 13.56 MHz, L= 15 mm.

section for the creation of CF−3 (process Nr. 14 in table 1) is a
factor of 3 smaller than that of F− [74]. The temporally aver-
aged electron density exhibits local maxima near the edges of
the density maxima of CF+3 and F−. Although these maxima
are barely visible in panel (d), since the increase takes place
within a relatively small spatial region, the electron density
gradients will be considerable, leading to an ambipolar field,
which will determine the electron power absorption dynamics,
as shown below.

The root mean square of the total electric field and the spa-
tial distribution of the ion plasma frequencies of CF+3 and F−

ions (ω± =
√
e2n±/ε0m±, where e is the elementary charge,

n± is the ion density, ε0 is the permittivity of vacuum, and
m± are the ion masses) are shown in figure 3 for two differ-
ent voltage amplitudes, 100 V and 300 V. In panel (b), the
driving frequency of 13.56 MHz is depicted as a gray dashed
line. From panel (b), one can observe that the ion plasma
frequencies become comparable to the driving frequency at
φ0 = 300V. Consequently, positive and negative ions are influ-
enced by the RF alternating electric field, leading to the form-
ation of space charges. The electric field resulting from these
space charges either enhances or attenuates the local drift elec-
tric field within the bulk, causing a spatial modulation of both
the electric field (figure 3(a)) and the ion densities (figures 2(c)
and (d)).

In order to investigate the electron dynamics in more detail,
figure 4 shows the spatio-temporal electron density distribu-
tion, ne (a, b), and the total electron-impact ionization rate,
Sion (c, d) for a voltage amplitude of 100 V (left column) and
300 V (right column), respectively. The 100 V case exhibits
all the characteristics of a discharge in the DA-mode [31]: (i)
the electron density is depleted in the bulk with electroposit-
ive edges present at the positions of maximum sheath widths
(panel (a)), and (ii) the ionization rate (panel (c)) is elevated
in the bulk region, as a consequence of the high Ohmic power
absorption due to the low electron density. The maxima of the
electron density near the instantaneous sheath edges during
sheath collapse at each electrode lead to a high electron density
gradient, and, consequently, to a high ambipolar electric field,
which can accelerate incoming electrons to high energies [8].

As the voltage amplitude is increased and striations appear,
as shown in panel (b) because the ion densities and the ion
plasma frequencies increase to high enough values so that
the positive and negative ions can react to the instantaneous
bulk electric field, the electron density in the bulk region
becomes temporally modulated: The local electron density
maxima, that form in the striation mode oscillate between two
positions, corresponding to the edges of two adjacent stri-
ations in the ion density (cf figure 2(d)). This is the result
of the creation of regions of positive space charges at the
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Figure 3. Root mean square of the total electric field (a) and spatial distributions of the plasma frequencies of CF+
3 and F− ions (b) in case

of φ0 = 100V and φ0 = 300V.

Figure 4. Spatio-temporal distributions of the electron density ne (a) and (b) in units of m−3, and electron-impact ionization rate, Sion in
units of m−3s−1 (c) and (d) for a voltage amplitude of 100 V (left column) and 300 V (right column). The solid white lines show the
instantaneous sheath edge. The vertical dashed black lines in panel (b) represent two time instances half an RF-period apart: t1 ≈ 10 ns, t2 ≈
47 ns, where the electron density maxima are close to their extreme positions in the frame of their oscillatory motion. Discharge conditions:
L = 15 mm, p = 60 Pa, f = 13.56 MHz.

edges of the ion density maxima as the positive and neg-
ative ions move into opposite directions in response to the
oscillating bulk electric field. Electrons move towards these
regions of positive space charge and form local density max-
ima. The vertical dashed black lines in panel (b) indicate
two time instances half an RF-period apart, between which

the local maxima of the electron density move from one
extreme position to the other. Due to the temporal modula-
tion, the spatial distribution of the electron density, and, con-
sequently, its gradient changes in time, which will lead to a
temporal modulation of the ambipolar power absorption as
well.
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Figure 5. Spatio-temporally averaged electron power absorption as a function of voltage amplitude, φ0. The total electron power absorption
and the Ohmic term are presented in panel (a), while other power absorption terms, such as inertia, ambipolar, temperature gradient, and
pressure gradient, are presented in panel (b). Discharge conditions: L = 15 mm, p = 60 Pa, f = 13.56MHz.

The striated structure of the electron density leads to the
peculiar shape of the ionization rate in panel (d): while tra-
versing the discharge gap, electrons cross multiple striations
and are accelerated more strongly by the striated electric field,
whenever the local electron density increases along their dir-
ection of motion, while after reaching the local maximum of
the electron density, they are decelerated, since the ambipolar
electric field changes its sign. This is the reason for the altern-
ating series of high and low ionization rate regions as a func-
tion of position, as seen in panel (d). We note the following
point regarding terminology: comparing panels (c) and (d),
the dominant ionization patterns in both the DA- and STR-
modes are very similar and always caused mainly by drift
and ambipolar electric field. From this, one could argue, that
the striation mode should actually be called ‘striated Drift-
Ambipolar-mode’. Although it is more rigorous, due to the
fact, that ‘striation mode’ has already become a widely used
term for this specific discharge mode, we will stick to it in the
rest of the manuscript.

In order to understand how electron power absorption
changes as striations set in, figures 5(a) and (b) show the
spatio-temporally averaged total electron power absorption as
well as the individual terms calculated by the Boltzmann term
analysis, as a function of the voltage amplitude. As shown in
panel (a), the spatio-temporally averaged total power absorp-
tion, Ptot, monotonically increases as a function of the voltage
amplitude, due to the higher power input to the discharge. The
Ohmic term, POhm, which is the dominant term for all cases
considered here, also increases as a function of the voltage
amplitude due to the fact, that a higher voltage amplitude leads
to an increase in the number of inelastic collisions between
electrons and the background gas. A more interesting beha-
viour can be observed in case of the other terms, as shown
in panel (b). The temperature gradient term, P∇T, exhibits a
monotonic decrease with increasing voltage amplitude. The
inertia term, Pin, is negligible up to φ0 ≈ 180 V, after which

it starts increasing, but remains small in absolute value. The
ambipolar term P∇n, while increasing monotonically until
≈180 V, reaches a local maximum near this point, after which
a monotonic decrease is observed as a function of φ0. Since,
based on figure 2(c), 180 V is the amplitude value where stri-
ations first appear, this change in the behaviour of P∇n can
clearly be attributed to the presence of striations. The pressure
gradient term, P∇p (which is the sum of P∇n and P∇T) shows
a similar behaviour: before striations appear, it is constant
while it decreases monotonically as the voltage amplitude is
increased above 180 V.

By simply comparing the magnitudes of the space- and
time-averaged power absorption terms in panels (a) and (b), we
can see that Ohmic power absorption is dominant on average.
The other terms represent only small corrections on the order
of 1%, as shown later. However, these other power absorption
terms have important spatio-temporal effects. As will become
clear in the following discussion, the Ohmic term is always
positive, while the other terms change sign in both time and
position, some reaching local magnitudes far exceeding the
local Ohmic term, and therefore contribute significantly to the
spatiotemporal structure and the principal operation mechan-
ism of the discharge.

The observed behaviour below 180 V is in line with pre-
vious investigations [8, 75]: Due to the DA-mode, the elec-
tron temperature is elevated in the bulk as a consequence of
the Ohmic electric field there. In electropositive discharges,
the ambipolar power absorption term is nonzero on space-
and time average due to a temporal asymmetry in the electron
temperature [7]: the ambipolar electric field accelerates elec-
trons near sheath expansion, and decelerates them near sheath
collapse, thereby leading to a temporal asymmetry that results
in a positive P∇n on space- and time average. In case of elec-
tronegative discharges, due to the presence of the electropos-
itive edge, this effect is attenuated, since due to the change in
the density gradient, electrons, first accelerated during sheath
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Figure 6. Time-averaged power absorption terms as well as total power absorption as a function of position for φ0 = 300 V for the whole
discharge gap (a) and in the bulk between 5.5 mm and 8 mm (b). The vertical dashed black lines in panel (a) indicate the positions of the
maximum sheath width smax. In panel (b) the dashed black line indicates the time averaged CF+

3 density (right y-axis). Discharge conditions:
L = 15 mm, p = 60 Pa, f = 13.56 MHz.

expansionwill be decelerated at the bulk side of the electropos-
itive edge. Similarly, during sheath collapse, incoming elec-
trons are accelerated first near the bulk side of the electropos-
itive edge before being decelerated again. If the voltage amp-
litude is low, the acceleration from the ambipolar electric field
during sheath expansion cannot increase the temperature to a
high enough value (compared to the effect of the Ohmic elec-
tric field in the bulk), and therefore the temperature will be
higher during sheath collapse, leading to a negative P∇n on
space- and time average. If the voltage amplitude is increased,
there will be a steeper increase of the electron density near the
sheath expansion phase, and thus a higher E∇n. This elevates
the temperature, leading to a less negative P∇n on space- and
time average, as seen in figure 5(b).

To investigate the electron power absorption dynamics in
more detail in case of striations, figure 6 shows the temporally
averaged electron power absorption terms as a function of pos-
ition for the case when striations are pronounced, i.e. for φ0 =
300 V, for the entire discharge gap (a) and for a region of the
bulk (b). The maximum sheath width, smax, is also included as
black dashed vertical lines in figure 6(a). The Ohmic power
absorption term has a high positive value in the bulk region
due to the depleted electron density. The ambipolar and tem-
perature gradient terms have maximum and minimum values,
respectively, at the positions of maximum sheath width, smax,
which is a consequence of the presence of the electropositive
edge (cf figure 4(b)).

In the bulk region, due to the presence of the striations, there
is a double-peak structure for P∇n, as shown in figure 6(b).
Near the maxima ofP∇n, the Ohmic power absorption exhibits
a local minimum: the reason for this is the local maximum of
the electron density (cf figure 4(b)) as a result of the striations,
which leads to an increased plasma conductivity and a smal-
ler POhm. The temperature gradient term, P∇T has as single
positive peak between the maxima of P∇n. The positivity of
P∇T suggests that there is a local increase of the parallel tem-
perature along the direction of the conduction current density,
since, in order for a positive power absorption to take place, a

Figure 7. Ambipolar and temperature gradient electron power
absorption terms (P∇n, P∇T, respectively) at the two time instances
indicated in figure 4(b) for φ0 = 300 V. Discharge conditions:
L = 15 mm, p = 60 Pa, f = 13.56 MHz.

negative electric field is needed for the electrons, which
results in a positive temperature gradient (since E∇T ∝
−∂T∥/∂x). This is evidently connected to the presence of
the striations, since this peak appears multiple times in
panel (b). Additionally, between each double-peak structure
(i.e. between the density maxima of CF+3 and F−), there is a
considerable spatial region where P∇n is negative, whose spa-
tial average will be negative in accordance with figure 5(b)).

In order to explain these structures, figure 7 shows P∇n

and P∇T for the two specific time instances, t1 and t2 indic-
ated previously in figure 4(b). As discussed there, these times
are chosen such that the electron density is maximum near
the edge of one of the neighbouring ion density (CF+3 or F−)
peaks. Based on figure 7, the presence of the double-peak
structure in figure 6(b) (on time-average) is a consequence of
the temporal modulation of the electron density: when there is
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Figure 8. Spatio-temporal distribution of the electron temperature, T∥, in units of eV (a), of the normalized electron density gradient,
∇ne/ne, in units of m−1 (b) and of the electron conduction current density, jc, in units of Am−2 (c) for 300 V. Discharge conditions:
L = 15 mm, p = 60 Pa, f = 13.56 MHz.

a local maximum situated near the edge of a local ion density
peak, there is a considerable density gradient with both neg-
ative and positive values, (somewhat like the electropositive
edges near smax). Since in one RF-cycle the density moves
from one edge to the other, there are two distinct peaks for
P∇n, and the double-peak structure on time-average can be
thought of as the sum of these contributions.

The positive peaks in figure 6(b) for P∇T can be explained
based on similar grounds: the increase of P∇n means that the
density gradient is positive, and thus the density increases
(along the direction of the electron conduction current dens-
ity). However, at first the gradient is not high enough, and thus
the decrease of the Ohmic field cannot be compensated by
the ambipolar electric field, the temperature decreases, lead-
ing to a negative P∇T. When the density gradient reaches a
high enough value (near one of the peaks of P∇n in figure 7),
the local ambipolar electric field is already able to increase
T∥, leading to the change in P∇T. This phase shift in space
between the maxima/minima of the ambipolar and the temper-
ature gradient power absorption terms is reflected in the close
positive peaks shown in figure 7, that ultimately leads to the
coalesced maximum in figure 6(b).

In order to understand the spatio-temporal behaviour of
the ambipolar and temperature gradient terms in more detail,
figure 8 shows the parallel electron temperature, T∥ (a), the
normalized electron density gradient,∇ne/ne (b) and the elec-
tron conduction current density, jc (c) for 300 V. As shown in
panel (a), the electron temperature is locally decreased near
the maxima of the electron density (cf figure 4(b)), due to
the aforementioned mechanism, where the electron density
gradient is not high enough to compensate the decrease of the
Ohmic electric field due to the increased plasma conductivity.
In accordance with what is usually observed in electronegat-
ive discharges [33, 76], the electron temperature is increased
in the bulk whenever the bulk electric field is increased (at
times when the electron conduction current density is high, cf
panel (c)).

In addition to the Ohmic electric field in the bulk, due to the
presence of the striations, regions of high ambipolar electric
fields are present in the bulk, which locally increase/decrease
the electron temperature depending on the spatial distribution
of the electron density at a given time. This is shown in panel

figure 8(b): At times when the electron density is maximum
near the edges of the density maxima of CF+3 and F−, the
corresponding density gradient is considerable, leading to the
peaks in P∇n discussed in figure 7. After the local maximum,
the electron density decreases, due to the following reasons:
(i) the increase of the CF−3 density at positions where the CF+3
density is low, (ii) the recombination process between CF+3
and electrons as per table 3, and (iii) the drift of the electrons.

This leads to the wide spatial regions of negative/positive
∇ne shown in figure 8(b), which leads to a high negative ambi-
polar power absorption. The reason for this is the following:
the ambipolar field is proportional to T∥, and as per figure 8(a),
the temperature is considerable near the time of sheath expan-
sion at either electrode. Comparing panels (b) and (c), in this
temporal region the electron density gradient and the con-
duction current density are ‘in phase’, leading to a negative
P∇n (which is ∝−∇ne). Therefore, in the case of striations,
there is no need for a temporal asymmetry in T∥ in order to
have a nonzero P∇n on time average, since the presence of
the striations leads to a negative ambipolar power absorption
on space-and time average. This is why the onset of striations
leads to a decrease of P∇n in figure 5. If the voltage amplitude
is increased, so are the ion densities, and therefore the region
where the ambipolar power absorption is negative, increases,
leading to the observed behaviour in figure 5.

The spatio-temporal distributions of each individual term
contributing to electron power absorption are presented in
figure 9. As shown in panel (a), the inertia term, Pin, is neg-
ligible compared to the other terms in absolute values. The
ambipolar term, P∇n (panel (b)), shows high peaks near pos-
itions where the local electron density is maximum, and is
mostly negative near positions where the electron conduction
current density is high (due to the temporal modulation of the
electron density and thus its gradient). The temperature gradi-
ent term, P∇T (c) has a similar structure to that of panel (b):
near the local electron density maxima, in accordance with
figure 7, there is a strong positive and negative peak for P∇T,
while at times when the electron conduction current density
is high, P∇T has a strong positive and a weak negative region
for each local ion density peak, due to the fact, that the Ohmic
and ambipolar electric fields are superimposed, and the Ohmic
electric field always increases the temperature (cf figures 8(a)
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Figure 9. Spatio-temporal distribution of the electron power absorption terms in units of kWm−3 for φ0 = 300 V. Discharge conditions:
L = 15 mm, p = 60 Pa, f = 13.56 MHz.

and 9 (d)). In other words, the temperature will be increased
when both the Ohmic and the ambipolar field increase the elec-
tron energy, while if the ambipolar electric field changes sign,
the decrease of the temperature will not be as high, since these
two electric field terms are of the same order of magnitude.
Figure 9(d) shows the Ohmic power absorption term, POhm:
the local decrease of this term, observed also in figure 6(b)
is a consequence of the local increase in the electron density,
due to which the plasma conductivity increases and thus POhm

decreases.

4. Conclusion

The electron power absorption mechanisms in electronegative
capacitively coupled plasmas operated in CF4 were investig-
ated at a neutral gas pressure of 60 Pa and a driving frequency
of 13.56MHz, within a driving voltage amplitudes range of
100−300 V. The calculations were based on the Boltzmann
term analysis, a method based on the electron momentum
balance equation, which is capable of providing a complete
spatio-temporal description of electron power absorption in
CCRF discharges.

Under the conditions considered in this paper, the discharge
was found to undergo a power absorption mode transition
from the DA-mode to the striation mode at φ0 = 180 V. The
presence of the striations leads to peculiarities in the ambi-
polar power absorption: due to the temporal modulation of the
electron density and the high electronegativity, the ambipolar
power absorption exhibits a strong positive and negative peak
at positions when the electron density is maximum, while
this term is negative in a wider spatial region between each
local ion density peak. This leads to the striated structure

observed in various physical quantities related to electrons,
among others, the ionization rate and the parallel electron tem-
perature. Due to the wide spatial region of negative ambipolar
power absorption, the onset of striations is indicated by a local
maximum in the spatio-temporally averaged ambipolar power
absorption, as the voltage amplitude is increased. A notable
difference in the spatio-temporal distribution of the ambipolar
power absorption in case of striations, is that a temporal asym-
metry in the electron temperature is no longer needed to have
nonzero ambipolar power absorption on time average, since
due to the presence of the striations the electron conduction
current density and the ambipolar field are in phase with each
other when the ambipolar electric field is high.
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